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PSK signal power spectrum spread
produced by memoryless
nonlinear TWTs

G. ROBINsoN, O. SIIIMBO, AND R. FANG

Abstract

This paper develops a combined method of analysis and simulation to obtain
the power spectrum of M-ary PSK signals at the output of the TWT with both
amplitude and phase nonlinearities. Based on this analysis, the spectra of 4-,
8-, and 16-phase PSK signals have been computed for various symbol rates and
satellite input backoff values. The adjacent channel interference caused by the
spectrum spreading has also been evaluated.

The computed spectra have been compared with measured spectra of 4-phase
PSK signals for one symbol rate and various backoff values. In all cases, the
computed and measured spectra are in good agreement. It is found that the power
spectrum spread is mainly caused by the amplitude nonlinearity rather than the
phase nonlinearity of the TWT amplifier. It is also verified that, at a given
symbol rate, the power spectrum spread of 8- and 16-phase signals is not sig-
nificantly different from that of a 4-phase PSK signal.

This paper is based partly upon work performed in COMSAr Laboratories

under the sponsorship of the International Telecommunications Satellite Organi-

zation (INTELSAT). Views expressed are not necessarily those of INTELSAT.
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Introduction

The evaluation of the power spectrum spread of PSK signals caused
by TWT amplifier nonlinearities is an important problem. Excessive
spread produces adjacent transponder (or adjacent channel) interference
which may be unacceptable. Sharper filters at the satellite output and/or
at the earth station input may be used to keep this undesired interference
within acceptable levels. It is well-known that sharper filters will produce
larger amounts of intersymbol interference, however. Thus, a compromise
is necessary and, to provide an optimum tradeoff between intersymbol
interference and adjacent channel interference, an accurate evaluation
of the power spectrum spread of PSK signals is just as important as an
assessment of the system's performance in the presence of intersymbol
interference and Gaussian noise.

This paper develops a combined method of analysis and simulation
to obtain the power spectrum of M-ary PSK signals at the output of the
TWT with both amplitude and phase nonlinearities. Based on this method,
a computer program has been developed and used to compute the spectra
of 4-, 8-, and 16-phase PSK signals for various symbol rates and satellite
input backoff values. As expected, for a given symbol rate, the power
spectrum spread of the PSK signal caused by the TWT nonlinearities
decreases as the satellite input backoff increases.

It has been found that the power spectrum spread is primarily caused
by the amplitude nonlinearity rather than the phase nonlinearity of the
TWT amplifier. It has also been verified that, at a given symbol rate, the
power spectrum spread of 8- and 16- phase PSK signals is not signifi-
cantly different from that of a 4-phase PSK signal. In addition, for a given
transponder configuration and a given input backoff, the power spectrum
spread is more severe at higher symbol rates, which is not unexpected.

The computed spectra have been compared with measured spectra of
4-phase PSK signals for one symbol rate and various input backoff values.
In all cases, the computed and measured spectra are in good agreement.

Once the power spectrum spread is obtained, the computation of ad-

jacent transponder or adjacent channel interference becomes straight-

forward.
The next section describes the complete transmission system and a

mathematical model. The third section presents the method of evaluating
the power spectrum spread at the TWT output. The actual numerical
computation is outlined in the fourth section, and the formula for cal-
culating the adjacent channel interference from the computed spectrum
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is given in the fifth section. Then, in the last section, the computed and
measured spectra are discussed. Finally, the Appendix shows that the
spectrum computation formula derived in this paper reduces to the famil-
iar formula for linear systems when the nonlinear TWT is replaced with

a linear one.

Transmission path model

Figure 1 is a block diagram of the satellite communications chain.
Block F, represents the amplitude and phase characteristics of the filters
and the transmission medium between the PSK modulator and the satel-
lite. Blocks FP and F3 are the satellite input and output filters, respectively.
Block TWT represents the measured amplitude and differential phase
characteristics of the TWT, and F4 represents the amplitude and phase
characteristics of the filters and the transmission medium between the
output of F3 and the input of the PSK demodulator.

PSK le1 (i

MODULATOfl

FILTER

F

FILTER

F2
TWT

ee¢ FILTER

F3

FILTER

F4

PSK

DEMODULATOR

Figure 1. Block Diagram of the Satellite Communications Chain

The M-ary coherent PSK signal at the input of F I can be written as

ej(t) _ E AW(t - kT) cos (met + (Pk)
k---

where A = carrier amplitude

W(t) = waveform of the transmitting pulse in Figure 2

T = pulse duration (R, = T-' = symbol rate)

me = carrier frequency

0k = transmitted symbol selected from the set

{ar/M+i(2m/M)},i=0,...,M-1,
with equal probability.

(1)
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Figure 2. Typical Waveforms for the Transmitting Pulse

Tt2

An alternate form of equation (1) is

el(t) = Re { e11=° (ak + jbk) W(t - kT)} (2)
l k=-e

where ak = A cos wk (3a)

bk = A sin ok (3b)

are the respective in-phase and quadrature random variables of the PSK
signal in the time interval (kT - T/2, kT + T^2). For example , in 4-phase
PSK, (ak, bk) can randomly take one of the four values (f A/-,,/2, ±A//2)
with equal probability . The characteristics of the bandpass filters in Figure
1 are not necessarily symmetrical.

Assume that h(t) is the low-pass analog of the impulse response of the
filters between the PSK modulator and the TWT . Then the input to the
TWT can be written as

e{Q
= 2

I Re {et
-

=` k Em (ak + jbk) [W(t - kT) * h(t)]) (4)
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where x (t) _ E [a1R(t - kT) - b,1(t - kT)] (6a)

y(t) _ [akI(t - kT) + b1R(t - kT)] (6b)

and

R(t) = 2 Re ( W(t) * h(t)} (7a)

/(t) = Im {W(t) * h(t)} (7 b)

are the respective in-phase and quadrature components of the pulse
response of the cascaded filters between the PSK modulator and the TWT.

Define
xr = x(t), Yi = y(t) (8a)

x2= x(t +r), Y2=Y(t+r) (8b)

and represent the TWT output as

eo(t) = g (,/xi + Yi) cos Cast + tan-'
zi +f(,/x; + Yi^] (9)

A comparison of equations (5b) and (9) shows that the function

g (1/x2 + y1 ) represents the amplitude distortion caused by the AM/AM
conversion of the TWT and the function f (1/x; + yi ) represents the

phase distortion caused by the AM /PM conversion . To obtain the power

spectrum of e,(t), the product e„(t) e, (t + r) is formed; the ensemble

average of this product is taken on (ak, hk), k = 0, f 1, f2, ..., and
the time average is taken over t; and finally the Fourier transform of the
averaged version is taken with respect to r.

Power spectrum at the output of the TWT

where the
written as

operation * denotes convolution. Equation (4) can be re-
The product e,(t) e, (t + r) is given by

/ / )e;(t) = x(t) cos apt - y( t) sin wit (5a) 1 x i +1 A/x^T3/)g( tp(
A)

g(1 x + Yi
e (t + r) =(t) e Re i e (xL+lY,) " a

or
oa 2 x' + Yi

Pi

X2 + y2

e.(t) = 1 x2(t) +Y2(t) cos {wet + tan- ' [Y(t)1 (5b) 2 if(3-`F )
(x2 - jY2) e-'°" J (10)
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where the components of e+i(2w0r) are omitted. Equation (10) can be
rewritten as

eo(t) eo (t + r) = I Re IH(xi, yi) H*(x2, Y2) ek-cr} (11)
2

where H[x(t), y(t)] _
g x2(t ) +Y2(t)j eil[./xr(t)+Y1(e]
vl^x2(t) + Y2(t)

• [x(i) + JY(t)] (12)

Since the random variable pairs (ak, bk), k = 0, t2, ..., for different
k's are independently and identically distributed, the ensemble average
of equation (11) with respect to (ak, bk) is a periodic function of time, with
period T. Therefore, the power spectrum of the TWT output, e,(t), is

f W0(.f) = J e1^r dr
1
I

T/2

[f

1
{ Re [H(xi, yi ) H*(x2, Y2)

T T1y 2

• e ^w=°]} dF (xi, y,, x2, Y2 ) I dt (13)

where F(xi, yI, x2, Y2) represents the probability distribution function of
xI, yI, x2, Y2 . Equation ( 13) can be rewritten as

W0(f) = 4 [P (w - ^) + P* (" + w)] (14)

where

P(w)
T f

e fur dr [f m
V0(t)

f
H(xt, yi) H*(x2, Y2)

• dF (xi, yl, x2, y2) dtI . (15)

In equation (15),

V0(t) = 1,

= 0, (16)

Transformation of the variables t and t + r as I = n and t +
yields

P(w) T f e ,-t dg V0(n) ei^w do f H(xI, Y,)

H*(x2, Y2) dF[xi (n), YI(n), x2(S), Y2(c)]}

which can be rewritten as

1
P(w) - Es [T T f ^ e ^t

• l^ .^ V„(n) ej

H*[x(+),y(S)] d^}

H[x(n),Y (n)] do}J

(17)

(18)

where Es represents the expectation taken on the set S of random variables

(ak, bk), k = 0, f 1, f 2. .... To make the numerical computation possible,
it is assumed that R ( t) and 1 (t) are limited within a finite time interval and
become zero outside this interval. Hence, x(t) and y (t) can be represented

by

L

X(J) = L [akR(i - kT) - bkl(t - kT)] (19a)
k=-L

Y(J) = E [akl(t - kT) + bkR(t - kT)] (19b)
k=-L

where L isa finite integer. Therefore, V,(n) H [x(n), y(n)] and H*[x(E), y(g)]

become disjointed with respect to the random variables (ak, bk), k = 0,

f 1, f2, ..., when

1
I t l> (2L + 2 T (20)

since these two functions have no common (ak, b,) under the condition of

equation (20). Equation (18) can then be rewritten as

Es [H*[x(S),Y(E)]} ddf V0 (n) ei"

• Es I H[x (n),Y(n)]} dn, l a > (2L + 2) T . (21)
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Since H [x(,I), y(,t)] is equally likely to take negative or positive values,
equation (21) is equal to zero. Therefore,

P(w) Es IT I m
V2 L(E) e1,t H*[x(t), yO] dE(

l^ V0(,7) e''H[x(,t),y (n)]d,IJJ (22)

where V2L(E) = 1, [f < (2L + 2) T

= 0, ^g > 2L +
1
2 T

and S' = set of the random variables (ak, bk),
k = 0, fl, f2, ..., f2L

Eg = expectation operator representing ensemble
averaging over these (4L + 1) random
variables.

(23)

It should be noted that , in equation (22), the Fourier transform of
H[x(t), y (t)] is taken on two different window sizes . That is, V,( 1) has a
length T(the PSK signal pulse duration ) and V,L ( t) has a length (4L + 1) T.
Therefore, H[x(n),y (,t)] includes only (ak, bk), k = 0, f 1, f2. ..., fL,
although H * [x(z ), y(i;)] includes all of (ak, bk), k = 0, -L1, f 2, ..., z LL,

f2L. Equations (22) and ( 14) give the power spectrum of PSK
signals at the output of a nonlinear TWT. The result obtained here is not
obvious from an intuitive analysis and is quite interesting . It is shown in
the Appendix that this result reduces to the familiar form if the TWT

is linear.

Computation of the power spectrum spread at the
output of the TWT

The procedure for computing the power spectrum spread at the output
of the TWT is as follows:

a. Choose a sequence (a,, b,) from the set of random variables

(ak, bk), k = 0, f1, t2, ..., f2L, and compute H[x(t),y (t)] of
equation (12).

b. Compute the Fourier transforms of V,(t) H[x(t), y( t)] and

VQL(t) H*[x( t), y(t)] in equation (22) and multiply them together.

c. Choose another sequence (a,, b,) from the set of random variables

(ak, bk), k = 0, t1, f2, ..., f2L, and perform the same operation
performed in step b. Repeat this procedure for other random se-

quences of (a,, b,).

d. Take the average of these products to obtain P(w).

e. Compute the power spectrum W„(f) at the output of the TWT

by using equation (14).

It should be noted that, if M, the number of phases for the Wary PSK
signal, and L, half the number of intersymbol terms considered, are not
large, the exact power spectrum can be obtained by considering all combi-
nations of (a,, b,). The total number of combinations is N, _ (1/2) M4L+I

where the factor 1/2 is used because the sets (a,, b,) and (-a,, -b,) result

in the same P(w), as can be seen from equations (6), (12), and (18). For

4-phase PSK, if L = 1, the total number of combinations is N, = 512.

For L > 1, the number of different sequences that must be considered is
very large. Therefore, in practice, the sequences are generated randomly
by using a uniform random number generator, and P(w) of equation (22)
is computed by taking the fast Fourier transform (FFT) on two different
window sizes and ensemble averaging over all of the available sequences.
It has been verified that power spectra based on as few as N, = 50 random
sequences are in very good agreement with measured power spectra of
4-phase PSK signals for L = 3.

A general computer program has been developed to compute the power
spectrum of PSK signals at the output of the TWT based on the analysis
outlined here. This computer program consists of two subprograms.
The first computes the pulse response of one or more bandpass filters
in cascade, and the second computes and plots the power spectrum
spread at the output of the TWT and also evaluates the adjacent channel
interference caused by the spectrum spreading.

To compute the TWT output spectrum, the pulse response of the low-
pass analog of the bandpass filters before the TWT (the cascade of F, and
F, in Figure 1) must be known. For practical bandpass filters, the ampli-
tude and phase (or group-delay) characteristics are not necessarily sym-
metrical with respect to the center frequency. Therefore, the impulse re-
sponse, h([), of the low-pass analog has both in-phase and quadrature
components [I]. The in-phase and quadrature components of the pulse



236 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

response are computed by convolving the complex impulse response with
the waveform, W(t), of the transmitting pulse. The pulse response depends
on the pulse duration , T, and hence on the symbol rate, R, = 1/T. The
amplitude and group-delay characteristics of filters FI and F, are shown
in Figures 3 and 4. Figure 5 shows the computed pulse response of these
filters for R. = 33.3 megasymbols/second.

The next step is the computation of x(t ) and y( t) for It; < (2L + 1/2) T.
The random sequences (aa, bk), k = 0, f 1, f2, ..., ±2L , are generated
by a uniform random number generator . For M-ary PSK the output,
r, of the random number generator takes values between 0 and M - I.
The corresponding phase, 0, is [7r/M + r(2ir/M)], and (ak, b, ) are given
by equation (3). (It can be assumed that A = I without any loss of gen-
erality.) A total of (4L + 1) pairs of (a,, bk) are generated . Then x(t),
y(t), and

p(t) _ 3x2(t) + ye(t) (24)
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100

are computed from equation (6). Figure 3a. Amplitude Characteristics of the Modem (elliptic)
Filters (adjusted to 33.3 Mbauds)

To compute H(t) of equation (12), the TWT characteristics must be
known. The amplitude and phase nonlinearities of the TWT are expressed
as one complex nonlinearity, which is approximated by a Bessel func-
tion series with complex coefficients [2]:

L

g(p) exp {jf(p)I = b,JI(sap) (25)

where the functions g(p) and f(p) represent the respective amplitude and
phase nonlinearities of the TWT as functions of the input envelope. The
complex coefficients b, are computed from the measured characteristics
of the TWT nonlinearity [3]. Also, J,(z) is the 1st-order Bessel function of
argument z, a is an arbitrary constant which scales the input level, and
L is the number of complex coefficients. (It has been found that L = 10
is adequate for fitting the measured data available.) Figure 6 shows the
TWT nonlinearities for a typical INTELSAT IV satellite. Table 1 shows the
coefficients for the Bessel expansion of this complex nonlinearity as in
equation (25). This table also shows the coefficients of a fictitious TWT
with no phase nonlinearity (only AM/AM) or no amplitude nonlinearity
(only AM/PM).

The spectrum spread of 4-, 8-, and 16-phase PSK signals has been
computed at various symbol rates and TWT input backoff values. These

40 46 52 58 64 70 76

FREDUENCYIMHz)

82

82

88

88

94

94 100

Figure 3b. Group-Delay Characteristic of Modem Filter F, in

Figure 1 (equalized)
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Figure 4a. Amplitude Characteristics of Satellite Filters

40

spectra are shown in Figures 79.* All spectra are obtained by averaging
over N, = 50 random sequences. The number of intersymbol interference
terms considered is 6 (L = 3). The case of 0-dB backoff corresponds to the
saturation point on the TWT characteristic. Changing the input backoff
of the TWT is equivalent to changing a in equation (25). For example,

* In Figures 7-9, 13, and 14, the ordinate represents the power in the I-MHz
frequency band with respect to 0-dB TWT saturation power.

240

200

160

120

I

A 10-SECTION INPUT FILTER,
8W= 38 MHz

B: 5-SECTION EQUALIZER

C'. IA I BI, EQUALIZED INPUT
FILTER

I I
8 16 24 32 40

FREQUENCY IMHzI

Figure 4b. Group-Delay Characteristics of Satellite Input Filter

a = a0 = 0.7778 in Table I corresponds to the saturation point; changing
the value of a to

a = a0 10-E01r/20

corresponds to a backoff of B01f in dB.

(26)

Adjacent channel interference

To compute the adjacent channel interference caused by the power
spectrum spread, the amplitude characteristic of the filters at the output
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1.00
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z
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Figure 5. Pulse Response of Cascaded Filters F1 and F2 in

Figure 1 (low-pass analog) for 33.3 Mbauds

-20 -18 -16 -14 -12 -10 -8 -6 -4 -2 0 2

NORMALIZED SINGLE-CARRIER INPUT LEVEL IJBI

Figure 6. TWT Nonlinearities

TABLE 1. COMPLEX BESSEL EXPANSION COEFFICIENTS FOR A TYPICAL TWT

(a = 0.7778)

Both AM /AM and Only AM/AM Only AM/PM

AM/PM Conversion Conversion Conversion

Re (b,) Im (b,) Re (b,) lm (b,) Re (b,) lm (b.)

2.571 2.451 2.896 1.513 3.046 2.847
0.0311 -1.228 0.1638 -1.822 -0.120 -1.299
0.2046 0.7837 0.0620 0.9967 -0.5593 0.3229
1.007 -0.2931 0.9578 -0.1430 0.6998 -0.3786

-0.5499 0.1939 -0.4723 0.6612 -0.3750 0.4715
0.1437 -0.5945 0.0892 -0.5345 0.0134 -0.6516
0.3895 0.6886 0.3313 0.8352 0.1916 0.5400

-0.4076 -0.6207 -0.3155 -0.6703 -0.1857 -0.3526
0.2026 0.2701 0.1268 0.3036 0.0931 0.1345

-0.0535 -0.0862 -0.0227 -0.0628 -0.0248 -0.0320

on

I I I I I I I I I
60 -40 -20

FREQUENCY(MHz)

20 40

SYMBOL RATE- 25 Mb-d, PEAKS OF 0-, 4-, AND 8 -UB INPUT RACKOFF

CURVES CORRESPOND TO -145. -150 . AND - 16 5 LB . RESPECTIVELY I

60

Figure 7. Power Spectrum of 4-Phase PSK Signal at the
Output of the TWT for Various Input Backoffs (continued)
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Figure 7 (continued). Power Spectrum of 4-Phase PSK Signal at the Figure 8. Power Spectrum of 8-Phase PSK Signal at the

Output of the TWT for Various Input Backoffs Output of the TWT for Various Input Backoffs (continued)
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of the TWT must be, known. The ratio of the signal power to the inter-
ference power in the adjacent channel is given by

( B/2

J R/2 W. (f) IF3(f)1I IF4(f)12 of

f

o+B/2
Wo(f) IF3(f) I IF1(f- A) 11 df

A-B/2

where W0(f) = power spectrum at the output of
the TWT

IF,(f)I, IF4( f)I = amplitude characteristics of the filters
F3 and F4 in Figure 1, respectively

A = distance between the centers of the
adjacent channel and the main channel

B = bandwidth of the main channel.

(27)

The inverse of equation (27), in dB, gives the carrier-to-adjacent-channel

interference power ratio, C/IA.

The amplitude characteristics of Fs and F4 are given in Figures 3a and
4a, respectively. Table 2 gives the carrier-to-adjacent-channel interference
power ratio at various symbol rates and input backoffs for 4-, 8-, and
16-phase PSK based upon the assumptions that the bandwidths of the

TABLE 2. CARRIER-TO-ADJACENT-CHANNEL INTERFERENCE POWER RATIO

(IN dB) FOR INTELSAT IV WITH 4-, 8-, AND 16-PHASE PSK SIGNALS

N b f
Input

B k ff

Symbol Rate (Mbauds)
um er o
Phases

ac o
(dB) 25 32 40

0 40.24 29.05 15.42
4 4 44.47 31.23 15.90

8 51.46 34.28 16.39
0 41.10 29.93 15.34

8 4 45.26 31.82 15.64
8 50.87 34.77 16.09
0 41.37 30.45 15.90

16 4 45.40 32.05 16.14
8 50.41 34.39 16.50
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main channel and adjacent channel are identical (B = 40 MHz) and

that the channel separation, A = 40 MHz.

Comparison of the computed and measured spectra

The computed TWT output spectra have been compared with the mea-
sured spectra of 4-phase PSK signals at one symbol rate (25 Mbauds or
50 Mbps) and at various input backoff values. Figure 10 is a block diagram
of the measurement setup. Figure II shows the measured amplitude and
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Figure 10. Block Diagram of the Measurement Setup
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Figure l la. Amplitude Characteristic of the Filter Chain in Figure 10
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Figure I lb. Group-Delay Characteristic of the Filter Chain in Figure 10

group-delay characteristics of the overall input chain between points I and
4 in Figure 10. The computed pulse response of the filters between I and
4 is shown in Figure 12. Figure 13 shows the computed and measured
power spectra at various input backoff values. The input backoff values
chosen are -4, -2, 0, 4, 8, and 12 dB. In all cases, the computed spectra

1.00

0]5
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are obtained by ensemble averaging over N, = 50 random sequences.
Figure 13c also shows the spectrum at 0-dB input backoff, computed by
averaging over N, = 100 random sequences. Comparison of the two
curves indicates that averaging over about 50 sequences is adequate. In
all cases, the measured and computed spectra are in good agreement.
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Figure 13. (continued) Comparison of the Computed and Measured Power
Spectra of 4-Phase PSK Signals at the Output of the

TWT (bit rate = 50 Mbps) (continued)
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An additional comparison indicates that the computed results in Figure
7a are in good agreement with field tests over the INTELSAT IV-F3 sat-
ellite [4].

The three curves in Figure 14 show the TWT output power spectrum
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Figure 13 (continued ). Comparison of the Computed and Measured Power
Spectra of 4-Phase PSK Signals at the Output of the

TWT (bit rate = 50 Mbps) (continued)
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with both amplitude and phase nonlinearities, no phase nonlinearity
(only AM/AM), and no amplitude nonlinearity (only AM/PM). These
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spectra are computed by using the Bessel expansion coefficients of Table
1. Comparison of the curves shows that the spreading is caused primarily
by the amplitude nonlinearity rather than the phase nonlinearity of the
TWT amplifier.
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Figure 14. Computed Power Spectrum of 4-Phase PSK Signal
for Various Types of TWT Nonlinearities
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Appendix A. Verification of the spectrum
computation formula

To verify the result obtained in equation (22) of the paper, it will be shown

that the result obtained for a linear TWT is the same as that obtained previously.
It is assumed that the random variables (a8, b8), k = 0, t1, f2, ..., are

mutually independent . In this case, equation ( 11) is rewritten as H[x(t), y(t)]

= x(t) +Jy( t), and equation ( 18) becomes

P(w) = Es {1PT J- e-14 [x(t) -Jy(W)] dE

• J [x(0) +Jy(,7)] ill V0(71) dn}

Since

Es {[x(£) -Jy(E)] [x(77) +Jy(n)]

[R(q - kT) R(t - kT) + I(q - kT) I(E - kT)]

+j E [R(E - kT) I(q - kT) - R(q - kT) I(1 - kT)] (A2)
ti=-m
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equation (Al) can be written as

f m R(- AT) e ;" d, V(n) R(77 -kT)P(W) _
Am T

I
do + - I(E - kT) e -t dF• e"'"

-e- T

• f V0(,7) I(n - kT) e"'",[7? +l L - R(E - kT)
=_pT

• e i^t dE f V,(n) I(n - AT) e' do

A in J_l I (t - kT) e'"t dE

• f V.(n) R(n - kT) ei•'" do (A3)

The first sum of equation (A3) can be rewritten as

T f
m V0(n) CkL R (n - kT) e1IPrkf ]

dnf
R( g) el"t dE . (A4)

From Poisson's formula,

where

Thus,

e'k(1-kT) _ Q(k
el(ax/T)h" (A5)

Q(X) = f R(n) e,-n ed"=dn . (A6)

Vi(n) [7.k -
Q(T) e

T/z1 p

TJ T/
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Substituting equation (A7) into equation (A4) yields the first sum of equation
(A3):

T R(n) e''-" do f I R(E) e"t d,

T f R(t) ei"I at 8 (AS)

Similarly, the second sum of equation (A3) is (11T) , .J 1(t) • e'01I dt 1 2 and
the remainder of equation (A3) will equal zero. This is the answer expected for
a linear TWT.
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The application of TDMA to the
Intelsat IV satellite series

WILLIAM G. SCHMIDT

Abstract

An extensive series of time-division multiple-access (TDMA) experimental
programs has established confidence in the technical feasibility of this transmis-
sion technique and the advantages which can be derived from it. This paper
outlines the elements of a prototype TDMA system conceptually designed for
use with INTELSAT Iv satellites and for possible introduction into operational

networks.
The terrestrial interface with the TDMA terminal, and the transmit- and

receive-side equipment, including the 4-phase PSK modem operating at 60
Mbps, are discussed. The control section relies heavily upon a small processor
which performs a number of critical operations. To ensure reliable operation, all

common terminal equipment is redundant, and continually monitored "hot
standby" capability is provided. The modularity of the TDMA terminal design
will permit the operational lifetime to extend through the INTELSAT v era.

Introduction

In TDMA, nonoverlapping bursts of a carrier are transmitted through
the satellite repeater so that many signals can share a common repeater.

This paper is based upon work performed in COMSAT Laboratories under the

sponsorship of the International Telecommunications Satellite Organization

(INTELSAT). Views expressed are not necessarily those of INTELSAT.
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Such a technique offers a number of advantages over multicarrier FDMA;
specifically, it provides a significant increase in capacity and operational
flexibility, and it requires much less up-link power control. It also promises
service flexibility and cost increments more closely associated with a
per-satellite base than a per-link base.

COMSAT began investigations in this area in 1964. Shortly thereafter,
the MATE TDMA terminals were developed under INTELSAT sponsor-
ship for use in the first experimental TDMA network operation over the
INTELSAT t satellite in 1966 [I]. Other experimental TDMA systems were
subsequently tested [2]-5] or proposed [6], [7]. As a result of this work,
the technical feasibility of TDMA has been established and its introduction
into INTELSAT's operational networks is being considered. Before this is
done, however, certain economic, operational, and technical aspects must
be considered. To assist in this effort and to consolidate the various view-
points into a single body of information, INTELSAT has established a TDMA
Working Group, which has met l l times over a period of more than two

years.

One of the most important results of these meetings has been the speci-
fication of a prototype TDMA system that will not only be used for field
trials with the INTELSAT Iv class of satellite, but will also provide a firm
design base for operational TDMA terminals with INTELSAT Iv satellites
and with later generations of INTELSAT satellites. Although INTELSAT is
still studying the prototype TDMA specification and considering the ap-
proval of a field trial program, the general approach and some of the
probable features of the system are of interest.

System design objectives and features

The prototype TDMA system design is intended to provide a service
quality and reliability which are equal or superior to those provided by
existing FM/FDMA equipment, while yielding significantly higher channel
capacities and operational flexibility. The range of services to be accom-
modated is also enlarged and the latest advances in digital solid-state
circuitry will be used to provide these services as economically as possible.

The prototype TDMA system is characterized by a number of features
which mark the difference between experimental models and operation-
ally oriented designs. The frame length of this system is 750 microseconds,
which is six times the voice channel PCM sampling period of 125 micro-
seconds. This longer frame was chosen for a number of reasons:
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a. A longer frame period lowers the TDMA transmission overhead,
thereby increasing the system capacity [6]. This capacity increase
(which will provide added space segment revenue) is traded off against
the cost of additional storage at each terminal.

b. The use of burst-operated high-speed PCM codecs which have
output rates equal to the TDMA bit rate is economically attractive.
However, past experience with such high-speed codecs at 50 Mbps has
indicated that the transient response required of the sample-and-hold
circuits in connection with the extremely wideband analog signaling
channels yields unacceptable quantization distortion and excessive
crosstalk [3], [4]. Since it is likely that TDMA systems will be operated
at 500 Mbps during this decad e, the difficulties encountered by the burst-
operated codecs will be significantly compounded. The use of contin-
uous, low-speed codecs (less than 10 Mbps) with rate-changing buffers
will provide the high-quality PCM characteristics required for satellite
use, since these same codecs are used for the terrestrial digital trans-
mission systems.

c. To ensure compatible system operation with either 4- or 8-phase
PSK modulation, the ratio of TDMA frame to PCM frame must be
an integer multiple of three. A value of six was chosen.

In most experimental systems the burst of a preselected station has been
used as the reference burst position. If a power failure occurs at that sta-
tion, another station will replace the reference burst by moving its own
burst into the empty reference burst position. All of the bursts in these

systems contain traffic data.
In the proposed system, the burst synchronization reference is a special

burst, called a "sync burst," which carries no traffic. The traffic-bearing
bursts, called data bursts, do not move from their preassigned positions in
the frame structure. The sync burst is transmitted as a separate burst by
one of a group of previously selected reference stations. Not only does
this simplify reference station handover procedures, but it also enables
the TDMA system to have a common frame synchronization across the
multiple repeaters of an INIELSAT Iv satellite. This technique enables a
single terminal to operate through several repeaters within one TDMA
frame (transponder hopping). Other features of this system are as follows:

a. a high degree of modularity, which will permit its use beyond

the INTELSAT IV era;
b. the ability to work in preassignment and time-assignment modes

of operation;
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c. the ability to process multidestinational subbursts:
d. the ability to provide service over a wide range of terrestrial

input signals;
e. the use of minicomputers to provide preprogrammed responses

in the control subsystem and flexible monitoring and redundant
switching functions; and

f. nonvolatile storage of operating data to ensure minimum inter-
ruption of service in case of power system outages.

Burst formats

As indicated earlier, two types of bursts are envisioned for use in the
proposed system. The first type, the sync burst, is transmitted by the earth
station serving as the primary reference for positional tracking and syn-
chronization. There is no more than one sync burst per repeater. All other
bursts in a repeater are data bursts, which carry the normal PCM-coded
traffic. The detailed structure of these bursts is shown in Figure I.
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Figure 1. Burst Formats
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The sync burst, which is the frame positional reference, starts with a 30-
symbol pattern of bits which enables the 4-phase coherent PSK demodula-
tors to acquire the carrier reference and regenerate the symbol timing.
The next pattern is a 10-symbol (20-bit) correlation codeword (unique
word), whose detection identifies the sync burst and uniquely locates the
symbol slot, which is generally used as a TDMA frame starting point. This
correlation pulse is the basis for the burst synchronization technique em-
ployed in the system [8], [9]. The sync burst concludes with a 4-symbol
(8-bit) codeword which identifies the transmitting station.

The data bursts are enclosed in a guard time cushion of at least 12 sym-
bols; at least six symbols at the beginning of the burst and six symbols at
the end of the burst are allotted to burst allocation. At 60 Mbps, this repre-
sents a worst-case burst synchronization tolerance of ±200 ns, which is
much looser than that allowed in most of the recent experimental 50-
Mbps TDMA systems [3]-[5]. However, it is consistent with the more
conservative design approach which operational systems must embody.
The guard time is also a component of the slack time, which is the total
unused time between bursts. The burst signal itself starts with a 30-symbol
demodulator synchronization pattern followed by a 10-symbol unique
word. A 4-symbol (8-bit) codeword identifies the transmitting station
in six bits, and two additional bits convey the reference station status
of that station. There is one primary reference station (which transmits
the sync burst) and two hot standby reference stations, which will re-
place the primary reference station if it has an outage.

Another 2-symbol time slot in this preamble is devoted to conveying con-
trol signaling, which includes the following signaling functions:

a. primary reference station and sync burst replacement,
b. common channel order-wire signaling, and
c. positional data feedback in spot-beam transmission situations if

desired.
These signals are contained in 40-bit data blocks which are coded for error
detection purposes. These blocks are formed over 10 preambles, and the
framing synchronization is provided by transmitting the complement of the
unique word every tenth frame.

The remaining 22 symbols of the preamble are dedicated to the normal
order-wire requirements of the INTELSAT network, which consists of
both teletype and band-limited voice services. Multiple 50-baud service is
multiplexed into a 2-symbol slot, and two voice channels are provided in
two 12-symbol slots at the end of the preamble. Each voice channel is
digitally coded by using 32-kbps delta modulation.
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Terminal configuration

Figure 2 is a general block diagram of the terminal equipment. The
TDMA terminal has three principal subsystems : TDMA interface modules,
common TDMA terminal equipment , and test and maintenance center.
The TDMA interface modules format the terrestrial signals or their
components into a flexible, efficient block format which forms the basic
input to the common TDMA terminal . Because of the large variety of
terrestrial signals, as well as the wide range of application and traffic situa-
tions which are in many ways unique to a particular station, a large class
of optional modules could be specified . However , one station ordinarily
would employ only a few of these modules.
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The common TDMA terminal consists of three major subsystems: the
transmit-side subsystem, the receive-side subsystem, and the control sub-
system. The terminal equipment reliability is of prime importance to over-
all system operation; hence this equipment is completely redundant.

The test and maintenance center helps to troubleshoot and repair off-
line common equipment and interface modules. It is envisioned that pro-
grammed diagnostic testing capability, which can exercise the common
TDMA terminal equipment, each subsystem within a terminal, and each
interface module, will be provided. Programmed fault isolation will be
provided down to the subsystem level, and in many cases, down to the
module level. Beyond that point it will not be practical to have pro-
grammed isolation; therefore, troubleshooting and repair will be done by
skilled technicians in the more conventional fashion.
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Figure 2. Block Diagram of the TDMA Terminal Equipment
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The inputs which can be employed by PCM/TDMA systems vary con-
siderably in content (i.e., voice, data, visual telephone, or FDM as-
semblies), mode of operation [i.e., preassignment, demand assignment, or
digital speech interpolation (DSI)], bit rate (currently from 1.544 to 8.448
Mbps), and PCM standard (two at the primary level, and currently five
at the secondary level). There must be some means of processing these
inputs into subbursts which may be easily multiplexed and demultiplexed.

A set of modules, called TDMA interface modules (TIMs), is suggested
for this function, in which the terrestrial signals are processed into a format
which is optimized for satellite applications. These modules generally have
two parts: the first converts the analog signals into digital signals via PCN4
encoding on the transmit side (and performs the inverse operation on the
receive side), and the second converts these digital signals from continuous
signals to burst signals by using compression buffers and performs the
inverse conversion via expansion buffers. If the terrestrial transmissions
are already digital, the PCM equipment is not required, but the compres-
sion/expansion buffers may be enlarged to provide the elastic store func-
tion associated with pulse stuffing techniques.

There are generally three classes of PCM equipment. The first, called the
PCM codec (coder-decoder), converts a single analog signal into a PCM
bit stream and also performs the inverse operation. The second is the PCM
multiplex. This unit individually converts multiple analog signals into digi-
tal form and then multiplexes these digital signals into one continuous bit
stream. The third class of PCM equipment is the digital multiplex, which
multiplexes multiple digital bit streams into one bit stream with a higher bit
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rate. A PCM multiplex which has an output bit stream at an approved bit
rate corresponding to the "primary" level of a national/international net-
work may be called a primary multiplex. Secondary multiplexes may be
of the "digital" or "PCM" variety.

The TIMs fall into three broad categories according to the interface
signal being presented to the TDMA terminal:

a. voice frequency interface modules,
b. FDM assembly interface modules, and
c. direct digital interface (DDI) modules.

These classifications do not necessarily correspond to the transmission
form of the actual terrestrial facilities. Because of the flexibility and trans-
mission efficiency of the voice frequency input to a TDMA terminal, this
category probably has the greatest number of optional modules. However,
such advantages are achieved at the cost of a more expensive assembly of
mux/demux equipment needed to relate the conventional group and super-
group employed on the CT-ES link to the voice frequency baseband used
by the TDMA terminal. Further, the maintenance problem is made more
complex because there is a multiplicity of baseband channels rather than
one large "channel."

The options specified for voice frequency interface modules are divided
into three subcategories. The first and largest subcategory describes can-
didate options for preassignment operations which may be point-to-point
or point-to-multipoint within the TDMA subburst assigned to the signal.
The next subcategory is for modules that may be adapted for demand-
assignment (variable destination) operation. Since these modules are
capable of efficiently using DSI techniques, their signaling aspects are
important. However, the TDMA Working Group has decided to tenta-
tively exclude variable destination operation from the prototype TDMA

design.
While there are numerous options for voice frequency inputs, the TDMA

Working Group has proposed one particular TIM for several reasons.
Since the C.C.I.T.T. has been unable to develop a single standard for the
primary [10] or secondary multiplex level [11], or for a compression law
[12], there are currently multiple standards at the regional level. Hence,
the interregional connections, which are usually handled by satellite
services, must bear the burden of the "dissimilar connection." Further,
there are certain framing, signaling, and housekeeping functions inherent
to the terrestrially derived PCM equipment which arc not required by a
subburst within a TDMA transmission because the information is already

available. Elimination of the bits which perform these functions
would permit more efficient subburst formats. In addition, the PCM
structure of the subburst should be locked to the TDMA burst framing;
such frame lock is not available in terrestrial PCM equipment . Finally,
the terrestrially derived multiplex standards employ building blocks of
24 or 30 voice channels so that the basic trunk size is too large for satellite
services in which the channel increments are typically one or two voice
channels.

The solution envisioned for the foregoing problem is a standard
INTELSAT PCM multiplex , which can be expanded in single -channel
increments up to a maximum of 60 channels . The basic PCM coding is
that prescribed by C.C.I.T.T. recommendation G.711 [12]; since the
input signals are at voice band, the digital PCM signals will not propagate
beyond the earth station into the national network , which may use a
different PCM standard . The performance characteristics of this PCM
processing are as follows:

sampling frequency: 8,000 Hz f 50 X 10-1
load capacity: +3 dBmO f 0.3 dB
compression law: 13-segment A-law (A = 87.6)
quantization: 256 levels (8-bit)
idle channel noise: -65 dBmOp
interchannel crosstalk: -65 dBmO
quantization distortion: within 4 dB of theoretical

Another approach to baseband processing of voice band signals in-
volves DSI. The best known example of speech interpolation technology
is the family of TASI (time-assignment speech interpolation) terminals
currently being employed over the major intercontinental submarine
cable routes [13], [14]. The advantages of DST over its analog predecessors
are its fundamentally digital characteristics, which enable a lower equip-
ment cost per channel, and its improved voice detection circuitry, an
example of which is given in Reference 15.

Two competitive classes of DST equipment have emerged. The first
category includes equipment which reflects a digital extension of the prin-
ciples embodied in TASI [16], [17]; the second category of equipment is
more closely related to the highly predictive characteristic of speech [18].
Both approaches have shown such promise in their early developmental
stages that the TDMA working group has decided not to specify variable
destination demand-assignment equipment for field trial use because DSI
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equipment can apparently provide superior service at a lower cost. It is
hoped that the field trials, which will test these and perhaps other methods
of speech interpolation, will provide the basis for administrations to choose
a preferred approach and, hopefully, to determine a single method.

The use of bulk PCM coding of FDM assemblies, especially super-
groups and larger assemblies, is particularly advantageous because,
until some time in the future, these assemblies will represent the predomi-
nant form of terrestrial signal interfacing with the earth station. Hence,
the costs associated with the interfacing, PCM coding, and maintenance
are minimized. The disadvantage of this approach is that its transmission
form is less efficient than a voice frequency input followed by PCM
coding and time-division multiplexing. For example, a bit rate of 3,840
kbps will be required to process 60 voice channels by the channel, whereas
bulk encoding of a 60-channel supergroup, which could result in a lower
quality channel, might require a bit rate of about 5,184 kbps. Both ap-
proaches will meet the performance levels recommended by the C.C.I.R.
for satellite links, however [19]. While it has been decided by the TDMA
Working Group that PCM-coded supergroup equipment will be evaluated
in the prototype field trials, this equipment, which requires complex
tradeoffs between quantization noise, overload noise, error rate noise, and
error correction, is still being investigated. The FDMPCM codec will op-
erate on the FDM signal positioned in the band from 312 to 552 kHz.
The PCM encoding will use bandpass sampling at 576 kHz with linear
quantization of 512 levels (9 bits). The PCM code is to be folded binary
and the PCM sampling will be synchronized to the TDMA frame (432
samples per TDMA frame). The clipping level of the encoding is to be
21.8 dB relative to one test channel tone level. The quantization noise
in any voice channel is to be less than 3,000 pWOp for any supergroup
level between +7.6 and -25.0 dB relative to one test channel tone
level using white Gaussian noise loading over the supergroup bandwidth.

Because DDI signals are not expected to appear at most earth stations
until after 1980, the appropriate equipment has not received much atten-
tion. Further, the failure of the C.C.I.T.T. Special Study Group D to
agree on a single PCM standard for individual channel characteristics or
the primary or secondary multiplex level has placed the burden of inter-
connecting the dissimilar systems upon intercontinental digital systems,
which will be available only by satellite. Because there appears to be
no immediate need for DDI equipment and because standardization has
not yet been achieved, the DDI aspects of the prototype TDMA system
have been given a second priority.
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Transmit/receive-side and control subsysleens

The common TDMA terminal equipment shown in Figure 2 is intended

to have three elements which operate as follows:

a. The transmit-side subsystem generally performs the information
processing and handling which is appropriate to the transmissions
of the terminal. This includes time-division multiplexing of the
terminal burst elements, preamble generation, application of an energy
dispersal waveform to the mainstream data and, finally, premodulator
differential encoding and modulation.

b. The receive-side subsystem performs the inverse operations on
the received signals and also performs aperture generation to increase
the reliability of burst detection.

c. The control subsystem is responsible for all system restructuring
and control, initial acquisition, fast re-entry, burst synchronization,
and housekeeping functions required for very reliable terminal and
network operation.

The transmit-side subsystem operations are controlled by the multi-
plexer, in which a nonvolatile content-addressable memory is activated by
a symbol slot counter. Hence, the multiplexer not only reads out the con-
tents of the appropriate TIMs at its input ports, but also turns on the pre-
amble generator, in which the burst preamble for a particular frame is
stored, and initiates the scrambler so that a pseudorandom sequence is
added (in modulo-2 form) to the two parallel bit streams (the P and Q
channels). This energy dispersal approach is employed to ensure that the
satellite down-link signal does not interfere with terrestrial microwave
facilities [20], [21]. Finally, the parallel burst-type bit streams are differen-
tially encoded to aid the demodulator in resolving carrier phase ambiguity
and performing data channel identification [22].

The receive-side subsystem demodulates, decodes, and descrambles the
received bursts. Then the various information-bearing elements of the
burst are distributed to their respective processing units. For example, as
shown in Figure 2, the preamble detector selects the preamble from the
burst and distributes the station identification code and status, the control
signaling channel, the order-wire portions of the received preamble, and
certain of its "unique word detected" signals to the control section. These
unique word detected signals are also keptwithin the receive-side subsystem
since they are supplied to the aperture generator and to a symbol slot
counter in the demultiplex. In the demultiplex the data subbursts of interest
are selected out for distribution to the return side of the TIMs.
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The control subsystem is the operational heart of the terminal. The major
element in this subsystem is a small general-purpose digital computer pro-
grammed to perform many functions, which may include the following:

a. order-wire input/output signaling,
b. multiplex/demultiplex format restructuring,
c. control signaling channel word format assembly and error de-

tection encoding and decoding,
d. short-term interrupt response procedures, and
e. standby equipment exercising.

Another vital part of the control subsystem is the equipment used to
allow stations to enter the TDMA transmission frame and maintain their
relative frame position so that they do not overlap and interfere with any
other burst. A station enters the TDMA transmission frame by first
demodulating all of the existing bursts and detecting the unique word of
the sync burst. This unique word is complemented in a prescribed pattern
so that the beginning of a new time-divided superframe is discernible. Dur-
ing this superframe each of the possible stations is given a slot within
which it may transmit a low-level ranging signal to synchronize itself in the
TDMA frame. After the correct range is determined, the preamble is trans-
mitted at full power and its position is adjusted to achieve final positional
accuracy; then the entire burst is transmitted at full power. This entire pro-
cess requires less than a few seconds. Thereafter, the steady-state burst
synchronization technique is used. In case of a short-term power loss, a
special technique is employed to provide more rapid re-entry into the

transmission frame.

YSK ueodulator -demodulator

The modem proposed for use in the prototype TDMA terminal equip-
ment employed in an INTELSAT Iv global beam will initially operate at
about 60 Mbps and employ differentially encoded, 4-phase-coherent, PSK
modulation. The differential coding enables the phase ambiguity of the
reference carrier to be resolved and also permits data channel determina-

tion.
The modulator, which appears in Figure 3, accepts the two parallel

data streams in symbol rate bursts, the symbol timing, and a carrier ON/
OFF signal in synchronism with the data and provides a modulated carrier
burst, which is generally at an intermediate frequency. The signal is then
translated into the RF spectrum by the earth station's up-link.
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in the network to a particular station, and the recovered symbol timing,
which is coherent with each channel's data.

A complete discussion of technical considerations and performance
tradeoffs is beyond the broad scope of a general article such as this. The
effects of factors such as intersymbol interference, AM/PM cochannel and
adjacent channel conversion, carrier and timing recovery, and IF selection
have been the subject of many discussions in the past and will continue to
be discussed in the future [23]-[25]. Hence, the eventual PSK modem must
be capable of providing not only exceptionally reliable performance in the
burst mode of operation peculiar to these modems, but also a quantitative
assessment of those factors which tend to degrade overall performance.
These degradation factors will then be the subject of further study.

It appears possible to use an 8-phase modem in the INTELSAT Iv spot
beams to achieve a very band-limited 105 Mbps. There is insufficient
power to support a 16-phase system in its normal band-limited mode of
operation, however.

Transponder hopping

A study of algorithms for placing TDMA traffic across the multiple
INTELSAT Iv transponders usually leads to a first attempt to use one long
burst from each station. While this approach minimizes the up-link
requirement at each earth station, it also tends to maximize the down-
link requirement.

It has been found that the use of many short bursts into judiciously
selected transponders makes it possible to significantly reduce the down-
link requirement with a comparatively small increase in the up-link re-
quirement. Further, and perhaps even more significantly, it appears that
this approach to traffic allocation enables burst positions to be assigned
so that simultaneous transmission to multiple transponders or simul-
taneous reception from multiple transponders may be avoided. Such traf-
fic allocations permit "transponder hopping," i.e., the use of a single
TDMA terminal operating across a number of repeaters within a single
TDMA frame.

Figure 5 shows the method of allocating transmit bursts and receive
bursts of interest across the multiple global-beam repeaters of an
INTELSAT Iv satellite to a single station. This technique is not restricted to
global-beam use, however; it may also be utilized in the spot beams of
an INTELSAT iv if appropriate burst synchronization procedures are fol-
lowed. The transponder hopping terminal equipment configuration is
shown in Figure 6. The prototype TDMA system field trials will probably
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test and evaluate the performance of this configuration. It is envisioned
that selection of the proper up- and down-links will be controlled by
memory elements within the multiplex and demultiplex units, but this
control can be activated by other timing and control centers in the terminal.

Redundancy switehover and maintenance

One of the primary functions of the processor in the control section is
that of monitoring the operational performance of all of the elements of
the common TDMA terminal equipment, i.e., both "on-line" elements
and redundant elements in the hot standby condition. Clearly, these
elements should have built-in fault and/or performance sensing and moni-
toring points. These points may be analog signals (to be quantized later),
or digital signals. Storing the nominal bounds of these values within the
processor, and if necessary, orienting the monitoring procedures in terms
of priority, should result in very fast detection of faulty conditions.
Periodic printouts of monitoring point values can be easily obtained for
logging and maintenance purposes.

After a faulty condition is detected, the usual procedure consists of
taking the unit off-line electrically and then advising the test and mainte-
nance (T&M) center of the situation. It is envisioned that the processor
in the T&M center will be oriented toward diagnostic fault finding and
performance testing. Although the latter function is also performed in
the control section processor, it is performed to a much finer degree in
the T&M center.
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Power balancing in systems
employing frequency reuse

J. M. AEIN

Abstract

This paper addresses the problem of power balancing to equalize interference
effects in a satellite communications system employing frequency reuse. The
use of power balancing in a simplified mathematical system model leads to a
classical eigenvalue problem. Physically admissible solutions are limited to
positive eigenvalues with associated eigenveetors having only positive coordi-
nates. The Theorem of Frobenius demonstrates the existence and uniqueness
of such solutions. The model is then extended to include thermal noise effects
and available power constraints. Finally, the complex effects of nonlinear

transponders are discussed.

Introduction

The expected growth in needed communications satellite capacity in
the 4/6-GHz band, coupled with achievements in space technology, is
initiating the era of spectrum- or bandwidth-limited satellite system de-
sign. The most potent approach to the provision of capacity in a band-

This paper is based upon work performed in COMSAT Laboratories under the

sponsorship of the International Telecommunications Satellite Organization

(INTELSAT). Views expressed are not necessarily those of INTELSAT.
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limited system is frequency reuse of spatially isolated propagation paths,
that is, propagation directionality and polarization . Since spatial isola-
tion is never perfect , systems employing frequency reuse will tend to be
limited by intrasystem interference . The objectives of this paper are to
exhibit in a simplified way some of the subtleties involved, to establish
the complexity of the subject , to provide some initial insight and possible
approaches , and to stimulate further interest in the area.

Communications satellite systems employing frequency reuse with con-
ventional FM telephony carriers are examined. The simplified model
includes only one satellite input /output port pair per transponder and
port coupling coefficients which are linear in power and independent of
viewing angle . The problem addressed is that of adjusting the power
levels among the various transmitted carriers to equalize the ratio of
total noise plus interference to desired carrier power, (N + 1)/C, over
each system port. Baseband performance is directly related to this quan-
tity [lr[3].

Initially, the up- and down -links are treated separately (single-link
case). If thermal noise is neglected , equalization of the I/C ratio over the
ports is a classical characteristic value problem with the physical con-
straint that the only acceptable eigenvalue /eigenvector pairs are positive
eigenvalues with associated eigenvectors , all of whose elements are also
positive . The eigenvector elements represent the power allocation to the
carriers and the eigenvalue is the realized I/C ratio.

The Theorem of Frobenius is used to show that , for suitably structured
systems, a physically acceptable solution does exist and is in fact unique.
Since the structuring requirement applies to the aggregation of ports into
noninteracting groups, it provides physical insight, particularly in the case
of a multiband satellite.

Thermal noise and available power constraints on the links are then
introduced by utilizing the eigenvector structure of the interference prob-
lem. Since an eigenvector can be arbitrarily scaled, thermal noise and power
constraints absolutely determine the transmitted power levels and the
minimum achievable (N + 1)/C ratio.

Next, the end-to -end problem (up-link in cascade with a down -link) is
addressed by utilizing linear transponders with variable gain settings. As
in the single-link discussion , thermal noise and power constraints are
introduced after first considering the problem of interference only. The
end-to-end path can always be solved as two single links in cascade; the
transponder gain settings are automatically determined by the separately
solved up- and down-link transmitted power. The overall (N + 1)/C
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ratio is then the linear sum of the up- and down-link (N + 1)/C ratios.
For the trivial case of two input/output port pairs, an optimum gain
setting which minimizes the total (N + I)/C is achieved by treating the
up- and down-links separately. No such result has been realized for more
complex systems.

Finally, the nonlinear effects of the transponder output are discussed.
For helix TWTAs, there are two principal effects: multicarrier inter-
modulation noise, which is added to interference and thermal noise com-
ponents, and a nonlinear output vs input power relationship. Of these
two effects, multicarrier intermodulation noise presents the most difficult
problem. In this case, only the approach involving single links in cascade

appears tractable.
A final observation emphasizes the relative ease with which dimen-

sionality increases in systems employing frequency reuse. Even within the
perhaps overly simplified structure adopted here, the dimensionality in-
creases rapidly.

System model

The system mathematical model is made as simple as possible. Shown
in Figure 1 are i = 1, 2, 3, ..., n simple parallel transponder paths on one
satellite. Each path has an input port with up -link peak power density
per carrier p;, transponder gain ki, and output peak power density g;.
Each path also has normalized up- and down -link thermal noise sources
of uniform densities g; and hi. The input and output ports have mutual
isolation coefficients x,;, y,;, defined as follows. If I watt is injected into
the jth port, x„ watts are inflicted on the ith port. Similarly yi; are the
output port couplings perceived at an earth terminal . These coefficients
must be nonnegative (positive or zero) and should be small. They mathe-
matically represent the isolation achieved by antenna cross polarization
and directivity . Since interference effects are being examined and the ith
path does not interfere with itself , x,1 and y;, are identically zero. Thus,
input and output isolation matrices X = {x,,J, Y = {y;;}, i, j, = 1, 2,

., n, with zero main diagonals, are defined. Implicit to this formulation
is the linearity on the interference power coupling between ports based
on incoherent addition of the RF signals. If 2 watts are injected into the
jth port, then 2x;; watts are inflicted on the ith port. Signal -dependent
port isolation schemes such as sidelobe cancellation techniques require
nonlinear analysis beyond the scope of this work.

The simplification of the model must be emphasized . The parallel path
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transponder plan of Figure I is a limited representation of a real satellite.
Note that only a single input/output port pair per transponder is con-
sidered. (The term "port" is used rather than the term "antenna." An
antenna with polarizers and frequency filters might be represented by
several ports.) Further, since the X and Y matrices are dependent on view-
ing angles, they need not be the same for all earth stations accessing or
receiving from a common port. In addition, contrary to previous assump-
tions, all earth stations accessing a common port need not be identical.

The effects of interference on an FM telephony carrier can be related
to the (N + I)/C ratio. Consequently, this quantity is of principal interest.
Carrier power will be allocated in proportion to signal bandwidth to make
the results as independent as possible of specific carrier parameters.

Interfering carriers are assumed to be cochannel carriers (i.e., carriers
on the same frequency). Although frequency interleaving is certainly
advantageous, it is not addressed here. This technique can be equated
mathematically to changes in path couplings which in turn generate new
X and Y matrices. This then leads to the X and Y synthesis problem (i.e.,
design), which certainly deserves further effort.

Single-link interference

Thermal -noise-free problem

Initially thermal noise is ignored and only the up-link portion of the
path is considered. Of interest is the summed interference-to-carrier power
ratio, I/C. Since system customers are usually interested in a standard
of performance irrespective of the particular transmission path, it is
reasonable to strive for a constant I/C for all paths.

To permit the use of carriers with different numbers of baseband chan-
nels and yet preserve the mathematical simplicity of an equal-carrier
model, it is assumed that the power assigned to any carrier accessing the

ith port is

P = '/2,r µfPpi

where P = carrier power for a carrier entering the ith port
µ = rms modulation index of the carrier

f = highest baseband channel frequency in the carrier.

All carriers entering the ith port have the same peak power density, pi,

Figure 1. Equivalent Interference Model since v/2,r fPµ is the equivalent noise bandwidth of any carrier.
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The I/C ratio can be computed by using peak power densities which
characterize the carriers entering a common up -link port . This ratio will
be the same for all carriers in a common port . If it is assumed that any
carrier entering the ith port is subjected to cochannel interference from
all other ports , then , for i = 1, 2, ..., n,

(1/Qi= ExiiPe

where, of course, xii = 0.

For pi, i = 1, 2, ..., n, the objective is to choose values so that, for
each input port, (I/C)i is a constant value independent of any particular
port. Setting (I/C)i = A and multiplying both sides by pi for each i = 1,

2, ..., n yields the following eigenvalue problem:

(X - AI)P=0 (1)

where X = interference isolation matrix
P = column vector of input power densities,

P 1, P %, ..., Pa
I = identity matrix.

The elements of the eigenvector solution represent the peak power den-
sities of carriers accessing each of the n ports needed to achieve a constant
I/C which equals the eigenvalue A. Every element, pi, of a physically
admissible eigenvector must be positive (P > 0) and A must be greater

than 0.
Within the statement of the problem there is no guarantee that a phys-

ically admissible solution, i.e., A, P > 0, exists. [If no admissible solution
exists for certain X matrices, then the objective of equal (1/C); is not
achievable.] Since the trace of the isolation matrix is zero (xi, = 0), the
sum of the eigenvalues must be zero. Consequently, there exist phys-

ically unacceptable solutions.
Fortunately, interference matrices are homomorphic to stochastic

matrices for which a considerable amount of theory exists. This theory,
in particular, the Theorem of Frobenius, establishes the existence of
unique admissible solutions. Before the implications of this theorem are
explored, it is useful to provide an example of the preceding points.

EXAMPLE

Consider the up-link to a satellite with three spot beams and one global

beam using a common frequency band. The three spot beams have a
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mutual sidelobe rejection ratio, x,. The spot beams have a common polari-
zation which is cross polarized to the global beam. Since the polarization
isolation need not be reciprocal, let x, represent the isolation of the global
beam from any of the spot beams and let x, represent the isolation of any
spot beam from the global beam. The X matrix for this example is then

0 x, xi

^x1 0 x,
X=

x1 x, 0 X

X2 xx x_ 0

where i = I, 2, 3 are the spot beams and i = 4 is the global beam.

(2)

The characteristic polynomial, 4 (A),* for theX matrix of equation (2) is

4(A) _ A4 - 3(xI + xsxs) A2 - 2(x; + 3x,x:x3) A - 3x'lxoxa

which factors into

0(A) _ (A + xi)2 (A2 - 2x1A - 3x2x3)

Consequently, the four eigenvalues of x are

A = -x,, a double root

A = xr l f . l rrl+
x,VVVVVV ^3x^x3^J

Note that BA = 0. Note also that there is only one admissible eigenvalue
corresponding to the largest (and only positive) eigenvalue. The corre-
sponding positive eigenvector is given by

P p [ I' I' I' (3x,)

where p = arbitrary scalar

A = unique positive eigenvalue given previously.

* 0(A) = determinant (X - AI].
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For a properly defined system, it is doubly fortunate that, not only
does a physically admissible solution exist, but that this solution is unique.
That is, of all of the eigenvalue/eigenvector pairs, one, and only one,
eigenvalue, e.g., X = r, a positive number, and its associated eigenvector,
P(r), have the physical admissibility property r > 0, P(r) > 0. The basis
for this result is the Theorem of Frobenius for nonnegative irreducible
matrices.

The Frobenius Theorem and its implications will now be reviewed
from Reference 4. First, two preliminary definitions are presented:

a. A matrix X is nonnegative if every element, x,j > 0. Interference
isolation matrices are nonnegative matrices whose main diagonal
elements are all zero.

b. A square matrix X is reducible if there is a permutation * of rows
and columns that put it into the form

X=

where A and B are square matrices which are not necessarily the same
size.

Interference isolation matrices can be reducible; in this case, the system
has been improperly defined or is pathologic.

Theorem of Frobenius [4]: An irreducible, nonnegative, finite matrix,
X = (x,j), always has an eigenvalue A = r > 0 that is a simple root of the
characteristic equation A(A) = 0. All of the other eigenvalues satisfy
^A I < r. To this "maximal" eigenvalue, A = r, there corresponds a positive
eigenvector, i.e., one whose elements are all positive. [Moreover, for some
positive integer h, (A" - r') is a divisor of the characteristic polynomial
A(A). The eigenvalue A = r, A2, Au, ..., An of X, taken as a point set in the
complex A plane, goes over into itself under a rotation of the plane by
the angle 2,r/h.] f

* If two rows are permuted, then the corresponding columns must also be
permuted. This is equivalent to renumbering ports.

f This portion of the theorem is not used in the following.
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A corollary to the Frobenius Theorem states that the positive eigen-
value/eigenvector pair, r and P(r) > 0, is unique.

If all of the ports are arbitrarily excited with equal values, p, = p,
then I/C on the worst and best ports will be the upper and lower bounds

of r, respectively. Moreover, in this equal-excitation case, r does not
equal its bounds unless all ports have equal I/C. Mathematically, r is
bounded [4] by the "row suns"

min L xi; < r < max E xi, (3)
1,2....,n j-1 , j=I

where neither equality is attained unless all row sums are identical. The
eigenvalue maximum principle for irreducible nonnegative matrices is
given [4] by

r = max min L xi, p' . (4)
P>O I. I<i<nj=I pil

A relatively weighted (I/C)i objective is easily obtained. That is, given
positive numbers a,, i = 1, 2, ..., n, the objective is to obtain

(I/C). - xij ^ = Aa;
i

for i = 1, 2, ..., n. The a; establish a relative interference-to-carrier level
between the ports (a, could equal 1) and apportion or unbalance the inter-
ference effects. The A set the absolute levels. Equation (1) is obtained by
modifying the rows of the X matrix to obtain the matrix X', where, for
each i = 1, 2, ..., n,

x,j
xi)

= ai

IfX is irreducible, X' is also irreducible; hence all of the previous theoreti-
cal results hold except that a different solution is obtained for the X'
matrix.

Reducibility is an important issue. Permutation of the rows and col-
umns* makes it possible to put [4] every nonnegative reducible matrix, X,

* It should be remembered that, if two rows are permuted, then the corres-
ponding columns must also be permuted.
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into the following " normal form ," where the submatrices X1, X,, .. ,
X„ ..., X, on the diagonal are irreducible , square, nonnegative matrices:

X, 0 ... 0 0 ... 07
0 X, 0 0 0

0 0 ... X, 0 ... 0
X=

X,+L1 Xo+z,z Xui I, X1+I ... 0

LXh ,I Xh, ... X,,,, X,.,o+1 ... X,,

If g = h, then X is a diagonal form of irreducible , square, nonnegative
matrices. In this case , the submatrices X1, X,, ..., X,, represent physically
noninteracting subsystems whose respective ports are completely isolated.
In effect , X1, Xo, ..., X,, represent separate subsystems (in the single-link
case), each separately satisfying the conditions of the Frobenius Theorem.
Each subsystem , X,, will then have a unique physically acceptable solution

[r1, P(rj)] for I = 1, 2, ..., h.
Mathematically, for g < h, it is possible to have non-zero off-diagonal

matrices . This leads to a pathological physical configuration . Subsystems
can still be established as described previously . Any of the first g sub-
systems are not influenced by any other subsystem. On the other hand,
the last X,+1, X, ,,, ..., X, subsystems experience unilateral interference
from some or all of the first X1, Xi, ..., X, subsystems according to the
non-zero off-diagonal matrices. A physically meaningful mathematical
objective has not been formulated for this case.

Thermal noise

The effects of thermal noise are now introduced to determine the abso-
lute level* of the vector P. In Figure 1, let the up-link thermal noise com-

* Note that an eigenvector can be arbitrarily scaled.
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ponent on the ith port have a value g, > 0 so that the ratio of noise density
to desired power density is gi/p,. The positive constants g,, i = 1, 2,

.., n, include such factors as port (antenna) gains, path loss, and noise
temperature. The ratio of up-link total interference plus noise to desired
carrier power for each i = 1, 2, ..., n is

x„
[(N + I)/C], P' + pp, (5)

Two approaches are possible. The first simply scales the eigcnvector

P(r) to reduce thermal noise as desired at the cost of up-link power. This
approach presupposes that up-link power is a readily available commodity.
The second approach solves equation (5) for a new P vector which makes
(N + I)/C = p the same for all up-link ports. As will be seen, the smallest
p value is r. Required power varies with (p - r)-'.

POWER SCALING

Once the unique admissible eigenvalue/eigenvector solution r, P(r) has
been determined, it is necessary to find the weakest coordinate, i„ of
P(r). Specifically, for any given scaling of P(r), the numbers g,/p,(r),
i = 1, 2, 3, ..., n, are examined to find the index i = i„ for which the largest
gi/pi occurs and P(r) is renormalized so that pi,(r) = g,0/(p - r). Since
p;,(r) must be positive, p must be larger than r. Then g1,/p,,(r) _ (p - r)
is chosen as the largest of all g,/pi(r) ratios so that gi/p;(r) < p - r.
Since P(r) is the eigenvector and the gi/pi(r) are bounded by p - r, the
upper bound of equation (5) is p for all i = 1, 2, 3, ..., n:

[(N+I)/C],<(p-r)+r=p

EXACT SOLUTION

If equation (5) is equated top and then, for each i, both sides are mul-
tiplied by p,, the following equation is obtained:

(pl-X)P=G (6)

where I = identity matrix
G = column matrix of {g,, i = 1, 2, ..., n}
P = column matrix of {p,, i = 1, 2, ..., n}
X = interference isolation matrix {x,;}.



288 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

In equation (6), the solution vector, P(p), can be close to, but will not
equal, the eigenvector P(r). Equation (6) has the formal solution

P(p) = (p1 - X)-' G (7)

provided that the matrix (p7 - X)-' exists, and that it is a positive matrix.
This latter requirement is needed to ensure that the positive column
vector G, when multiplied by the matrix (pl - X)-', will yield a positive
column vector, P.

Assume that B(p) is the matrix of cofactors of (pl - X):

bi,; (p) _ (- 1)i+; del [(pl - X);jth row, ith column deleted]

where det = determinant. Note that bi,; (and hence B and 4) depends on
the values of p. Then,

and

(PI - X)-' = p(P)

P(p) _ -[0(p)]-' B(p) G . (8)

Also note that P depends absolutely on the desired p value and, further-
more, that p # r. Moreover, to ensure that P(p) is positive, the matrix
(pI - X)-' must be positive. If p > r and X is irreducible [4], P(p) will be
positive. If X is reducible, the problem should be broken down into its
irreducible subsystems for solution.

It is interesting to observe that the solution, P(p), of equation (8) also

scales as (p - r)-'. Since r is a simple root of the characteristic poly-

nomial o(p), P(p) varies with (p - r)-' asp -> r.

Down-Link

The previous discussion has characterized the up-link problem. From
Figure 1, it should be clear that, if transponder intermodulation noise
is neglected and a relatively unlimited amount of satellite e.i.r.p. is avail-
able with respect to thermal noise on the down-link,* the two problems

* This assumption is also implicit to the up-link when no limit is placed on
the p;.

B(p)
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are identical. The P matrix goes over to a Q matrix, X to Y, and G to H.
Aside from a change of notation, the down-link problem is the same as the
up-link problem. However, the down-link tends to be more power limited
than the up-link so that the use of upper limits on available power should
be considered. Since the problems are theoretically the same, to main-
tain continuity of notation and thought, the placement of upper limits
on the elements of the P vector will be considered.

Let the positive column vector P, whose elements are pi, i = 1, 2,
., n, represent the maximum available power density on each port.

Thus, for any vector P, it is necessary for P < P, i.e., pi < pi for each
i = 1, 2, ..., n. The presence of thermal noise and the constraint vector P
determines the minimum achievable p.

Consider the "solution" obtained by scaling P(r):

Pa(r) _
1

8i° Yi
(p - r J

where yi < 1 denotes the elements of the eigenvector P(r) normalized so
that yi, = 1. Then, if P < P is to be satisfied , for every i = 1, 2, ..., n,

min (p - r) = gi„ max
Yi

P ,
(9)

Equation (9) yields the net achievable thermal contribution over r for a
bounded power availability when scaling the eigenvector.

For the exact solution, P(p), given in equation (8), the condition P(p) < P
is implemented as follows:

Pi(P) = P) bi,(p) 8, < Pa, I = 1, 2, . .., n

Consequently, the smallest achievable p is that which satisfies

max <- [0(P) pi-' bi,(P) %,J = 1 . (10)

Equation (10) implies a very significant numerical calculation. An ap-
proximate solution can be found if all of the elements ofP are large enough
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so that p - r is a small positive number. In this case,

and

A(P) (P - r) f(r)

bi;(v) bi;(r)

(p - r) max S [-.r(r) h]-' bif(r) g1 (l1)
I <1<,, t 1=1

All of the preceding also applies to the down-link (when transponder
intermodulation effects are omitted) if the quantities X, P, P(r), P(p), and
P are replaced by Y, Q, Q(r), Q(p), and Q, respectively.

Up- and down-links with linear transponders

In this section, linear transponders are assumed and the previous results
are extended to balance both the up- and down-links. This idealized
model is still of practical interest, since single-carrier-per-transponder
systems utilize an essentially* linear transponder. The nonlinear effects
of transponder intermodulation and power sharing are deferred to the
next section.

First , the interference -dominated , noise - free eigenvalue problem is re-
examined and then the noise and power bounds are reintroduced . It will
be shown that it may be possible to minimize (N + I),,C ratios with
respect to transponder gain. Necessary conditions are given.

Noise-free ease

Figure 1 shows the transponder gains k, k...... k,,, which are defined as

k, -q, i = 1,2,...,npi,

qi = k,pi .

* That is, there is no intermodulation noise. However, the output power
versus input power may not be specified simply by the gain constant k1. Instead
of q, = kpi, one must use q, - q,(k,p,), which is a more complex case. However,
with modest backoff, the q, functions are linear. With multiple carriers per
transponder, there are intermodulation effects even when the qi function is
effectively linear.
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Consider the noise-free, pnconstrained problem of choosing input power

P = pi, P ..., p,, and gain setting K = kI, k2, ..., ka to achieve an
equalized net overall I/C ratio:

A yi,(kipi) = k

p= i=i (krpr)
(12)

It is first necessary to determine whether equation (12) is a meaningful
objective in terms of any natural subsystems of ports. If there are no
subsystems on either the up- or down-link (i.e., if neither the X nor Y
matrix is reducible), then the objective of equation (12) is meaningful.
On the other hand, suppose that either the X or Y matrix, but not both
matrices, is reducible (i.e., that either the up- or down-link port, but not
both, segregates into separate subsystems). Then, the stated objective can
be met because, if either X or Yis an irreducible matrix, then their "sum,"
to be defined later, is also an irreducible matrix and equation (12) can be
solved. However, since the up- and down-links can be solved separately
(and the ki values can then be determined), it is possible to alternatively
stipulate several objectives, one for each subsystem.

If both the up- and down-link ports contain segregated subsystems of
ports (if both X and Y are reducible), the variety of objectives becomes
much greater. The exception to this observation is the simple case in
which the up- and down-link subsystems exactly match. This discussion
on system structure has more than theoretical interest, since it is pertinent
to multiband satellites employing cross-strapped frequency reuse.

In equation (12), assume that neither X nor Y is reducible so that there

is no ambiguity of objective. One solution to equation (12) is obtained

by solving the up- and down-links separately to find [r,,, P(r„)] and

[r,,, Q(r,)]:

XP(r„) = r„P(r„)

YQ(r,i) = rdQ(re)

Then k; is set equal to q;(rd)/p;(r„), and the overall solution, I/C = r„ + r4,
is obtained.

A more general approach is to rewrite equation (12) in the following
form:

(ZK - Al) P = 0 (13)
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where ZK, the K weighted matrix sum of X and Y,

ZK = {xi., + (kk) yi3 I i,J = 1, 2, ..., n

is a nonnegative irreducible matrix. Note that the matrix ZK is controlled
by n - 1 rather than by n values of k; because only ratios of k,/k; are
involved. From the previous section, for every K > 0, equation (13) has
the eigenvalue/eigenvector solution r(K), P[r(K)] = P(K). Hence, it is

possible to seek that value of K > 0 which minimizes r(K) = r(k1, k2,

.. , kr,).
Formally, a necessary condition for obtaining a value of K which mini-

mizes r(K) is

ar(K) 0

ak
(14)

Equation (14) actually generates n - 1 independent equations on the k;
because, if the solution K = K* for equation (14) exists, it can be arbi-

trarily scaled.
It has not been established that equation (14) has a solution, K*, which

has all positive elements, ki . Even if equation (14) has a positive K solu-
tion, r(K) must be convex upwards for this solution to minimize r(K).
Although the formulation of equations (13) and (14) is simple, the im-
plied computational effort is quite significant. First, the characteristic
polynomial of ZK must be found and the unique r(K) > 0 determined

from

0(X,K) = det (ZK - TI) = 0 .

The n - I independent equations

ar(K) 0
X

must then be solved for a positive solution vector K.
For some cases, there is an alternative formulation which exploits the

fact that r(K) must be a unique simple root of 4(X,K). For these cases there
is an equivalent set of necessary conditions which may mitigate some

computational complexity:

aa(x, K) = 0,
ak

n - 1 independent equation; on ki and X (15a)

4(X, K) = 0, one equation on ki and T . (l5b)
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Unfortunately, it has not generally been possible to relate the best
solution to the value of K chosen by solving the up- and down-link prob-
lems independently. That is, no general relationship between r,,, r1, and
r* = r(K*) has been found. For the trivial case of n = 2 (2-port system),
it is easily shown by direct calculation that r* = r, + Ti.,

Thermal noise

If thermal noise is now introduced into the problem, equation (12)
is modified as follows:

[(N + I)/C] i = I xrfPJ + 9i] + Yi; (k,Pr) + hi= ]
(16a)

u=i P: Pr j=i (k=Pi) kip,

or

g, + (ha/k+) " [xi; + (k,11ki)] Pi[(N + I)/C], = P + E p, (16b)

In equation (16a) the up- and down-links are separated so that they can
be solved individually (by substituting qi = kip,). From these separate
solutions, gain settings k; are determined by dividing the desired qi by
the desired pi. The net overall (N + /),,,C is then the linear sum of the up-
and down-link (N + 1)/C. With this approach,* no attempt is made to
optimize gain settings.

If, on the other hand, the formulation of equation (16b) is used, the
gain settings can be varied. Stating as an objective

[(N + I)/C]; = p, i = 1, 2, ...,

leads to an equation for each gain K = (k1, ki, ..., k„):

P(p) = (pI - ZK) ' (G + HK)

where ZK = ( xi, + (k;/ki) yr: i,J = 1, 2, ..., n}
HK = column vector hi/ki, i = 1, 2, ..., n
G = column vector gi, i = I, 2, ..., n

(17)

* Note also that in this approach, for single-carrier-per-transponder operation,
the nonlinear gain dependence increases the complexity only slightly. The input
levels, k,p„ to the transponder are adjusted so that q;(k,p.) = q;.
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Equation (17) does not assume any power constraint vectors P and Q.
Its solution requires p(K) > r(K) for each K. Although the gain vector K
which minimizesp(K) need not be the same as that which minimizes r(K),
for interference-limited systems it is reasonable to expect that the K which
minimizes r(K) will be close to that which minimizes p(K).

Power Constraints

It is necessary to introduce the effects of the constraints P and Q. From
a line of reasoning parallel to that which led to equation (10), it follows
that, for each K > 0, there is a p(K) which solves

(
max { [-0(p, K) p,] .^ br^(p, K) (gi

+ kr) J 1 (18)

where 1(p,K) = characteristic polynomial of ZK

bi;(p,K) = cofactors ofZK .

For this p(K), there is a P(K) = P[p(K)] given by equation (17). Conse-

quently, the smallest value of p, p,,, is found by minimizing p(K) over K
subject to the additional limitation that K must be constrained so that*

Q = KP(K) < Q. This presents a formidable optimization problem, one

whose solution is not attempted here.
The preceding theory deals with irreducible up- and down-link inter-

ference isolation matrices X and Y. As mentioned previously, if either or

both X and Y are reducible, the issues become more complicated because

of the possibility of establishing alternate (N + 1)/C objectives.

Transponder nonlinearity effects

In this section, a qualitative discussion is presented to introduce a non-
linear element, the saturation effects of the transponder. Two principal
effects are of interest when FM multichannel telephony carriers share a
transponder. The percentage of power obtained by each of the frequency-
divided carriers sharing a transponder and the intermodulation noise
generated between them are nonlinear functions of the transponder power
backoff. In general, these functions depend on the specific configuration
and details of the carriers using the transponder (e.g., relative power,
bandwidths, and center frequencies) and the transponder filters and ampli-

fying device(s).

* That is, for each K > 0 and corresponding P(K) determined from equations
(17) and (18), K must satisfy k,p,(K) < q; for each i = 1, 2, ..., n.
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For practical application to TWT transponders, the nonlinear input/
output transfer functions can be specified to a fair degree of accuracy.
These curves can be obtained for a particular TWT and then used in
graphic form. Alternatively, the curves can be fitted with a specific func-
tion (e.g., polynomial). In the simplified model considered here, it is as-
sumed that there are no "capture" type effects produced by individual
carriers in a common transponder. More specifically, it is assumed that,
since all input carriers have the same peak power density, p,, they all obtain
the same output peak power density, qi. [This need not hold when operat-
ing near transponder saturation with disparately sized carriers. In this
case, the output power can be unequal and depends on each input and
the frequency plan.]

The net useful output power density variable referenced to an earth
station receiver for each transponder, i, has been qi with an upper bound,
qi, which cannot exceed the single-carrier saturated power density, qi.
In this simplified structure, the backed off transponder output power
density, q,, is a nonlinear function of the product of transponder gain,
k;, and input power density, pi:

qi = q (kipi) .

The q, functions are determined from the input/output transfer functions.
If 12, is the sum of the effective RF bandwidths of each carrier sharing
the ith transponder, qi is equal to the transponder single-carrier saturated
power divided by R,. The transponder output backoff factor is then given
by the ratio q,/q,. It should be noted that, because of transponder multi-
carrier sharing loss, q, must be less than qi.

Also note that, unless all of the transponders are identical, the nonlinear
functions q, are not the same. For sufficiently small values of q,,,4,, the qj
functions become linear; i.e., q, _ kip,. In a typical C-band TWT, qi is
linear on k,p, when qi is 5 dB below q;. At the price of increased thermal
noise, the limiting power density value, q,, can be set sufficiently below gi
to preserve the linearity on k;p,.

The preceding discussion has modeled the nonlinear mathematical be-
havior of the transponder output power. The physical nonlinearity of the
devices in the transponder operated with multiple carriers generates addi-
tional intermodulation noise which must be added to the external thermal
and interference noise. This additional noise has a very important effect on
the analysis.

If channel peak loading considerations are ignored and the RF power
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allocated to a carrier is apportioned to its rms bandwidth, then the thermal
and interference noise degradation does not depend on the actual number
of baseband channels, m, each carrier contains. On the other hand, the
degradation effected by the intermodulation noise does vary in direct
proportion to the number of baseband channels on a carrier. Conse-
quently, intermodulation effects are dependent on the individual carrier,
even when thermal noise and interference effects are normalized. Pri-
marily because of this dependence on the actual number of baseband
channels in a carrier, RF power is not directly apportioned to rms band-
width in systems not employing frequency reuse. The current practice is
to attempt to weaken the dependence on the number of channels by un-

balancing the RF power.
In the following, it is assumed that the intermodulation noise can be

treated as an equivalent additive source of thermal noise. Moreover, the
intermodulation spectrum is assumed to be "white-like." That is, the inter-
modulation-to-desired-carrier power ratio, I/C, is the same (and inde-
pendent of carrier frequency) for all carriers sharing a common trans-
ponder. For carriers having the same peak power density, this assumption
has some justification. In more general situations the intermodulation
spectrum must be calculated. Since the spectral shape can be strongly
dependent on the various input carrier frequencies and power levels, the
general problem rapidly becomes intractable for theoretical study.

This problem is one of the deficiencies of the framework proposed in
this paper. Up to this point, the mathematical description did not depend
on the characteristics (e.g., frequency plan and number of baseband
channels) of any particular carrier. The model employed here deals only
with variables associated with the ports, i.e., interference isolation, power
densities, and gain. Including individual carrier variables enormously
increases the dimensionality of the problem. Consequently, in the follow-
ing it is assumed either that all carriers sharing the same transponder have
the same characteristics, or that a worst-case carrier is established for each

transponder , and intermodulation noise is adjusted so that it is no worse
than it would be if all carriers had the most stressing parameters. This
second assumption tends to be rather stringent and to require a larger

than necessary transponder backoff.
The problem formulation proceeds as follows. The intermodulation

contribution is a function of the backoff variable, qi/gi. If the intermodula-
tion is assumed to be additive with a "white-like" spectrum, the inter-

modulation-to-carrier power ratio for each transponder, (IM/C);, i = 1,

2, ..., n, can be expressed as
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rnibi qi
4='

where in, = worst-case number of baseband channels per carrier
sharing the ith transponder

hi(.) = nonlinear function describing intermodulation power
density level versus output backoff.

A typical functional form* for b; with a helix C-band TWT is

bi = b
qi 30/9

q.
where b is a constant.

When intermodulation is included, for i = 1, 2, ..., n,

11
Xi,pi gi gi,gi[(N + I + IM)/C], + - + E

/=I Pt Pi i=I qi

where

+q
i
+mibi 9 (19)

qi = gi (kipi) .

Equation (19) exhibits nonlinear behavior through the down-link qi vari-
ables and the backoff bi variables. Note that, even when q, is linear on kip,,
the function b,(kipi) is still nonlinear and makes a significant contribution.

At this point, no general optimization approach is apparent. A com-
putationally tractable, although suboptimal, approach uses a form of
equation (19) in which the up-link, down-link, and backoff problem com-
ponents are solved separately. The solution of the up- and down-links
has been demonstrated previously. Although the down-link variables qi
are nonlinear on k,pi, the down-link can be solved separately from the
up-link. Then the nonlinear dependence on kip, is relatively simple to
handle because it affects only the selection of the gain settings . The sug-
gested approach parametrically solves the separated problem with respect
to an allowable value of intermodulation noise, pIM. For each assumed pNM,

* In the more general case, the function bi(.) cannot be defined. The inter-
modulation spectrum must first be calculated for a given input carrier frequency
plan and for each carrier input power density. The IM/C ratio can then be
obtained for each carrier sharing the ith transponder. This process must be
repeated for all multicarrier transponders.
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a solution to the up- and down-links is obtained, thus determining the
ratio of overall noise plus interference plus intermodulation to desired
carrier power; the smallest such ratio is the desired solution. A given value

of pNM will establish upper bound values, T, on the q;. Specifically, the

q, are found by solving for a given ptar, mi, and function h,(.):

Q)
milt, (q,) = prsr (20)

Then, with Q = {y,}, the methods described in the section entitled

"Single-Link Interference" can be used to obtain the solution, Q*, to

the down-link:

[p,,I - Y] Q* = H, 0 < Q* < Q (21)

and the value of the down-link (N + I) /C contribution is pd. The up-link

problem can be solved with a power constraint P determined by the earth

station e.i.r.p.:

[p„I-X]P*=G, 0<P*<P (22)

and the value of the up-link (N + I)/C is p,,. The k, are then found from

the functional relationship

gi(kip*) = q* . (23)

Equations (20) through (23) represent a solution technique with the overall

(N + IM + f)/ C on each port equal to p„ + mi + prm•

Conclusion

This paper has addressed a simplified structure of a frequency reuse

satellite system employing conventional FM telephony carriers. Even with
the simplified system, meaningful analytical problems are generated and
a question is left unresolved. Namely, does an optimum set of transponder
gain settings exist and how do they relate to those determined by single-link
analysis? It is readily apparent that the dimensionality of the problem
increases rapidly, especially if the carriers cannot be treated in an aggre-
gated (by port) fashion. Hence, treatment of the intermodulation effects
on multicarrier transponders can present a severe problem.

At least two areas remain unexplored. The first and possibly easier is
an extension of the formulation to more than one port pair per trans-
ponder. The second is the isolation matrix synthesis problem, especially the

use of frequency interleaving.
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Approach to a near-optimum
transmitter-receiver filter
design for data transmission
pulse-shaping networks

F. ASSAL

Abstract

This paper is concerned with the theoretical determination of linear channel
transfer functions, and the practical design and physical realization of IF band-
pass filters used to approximate optimum signal performance with respect to
the lowest bit-error rate for synchronous data transmission.

If an instantaneous sampler is used to identify each received pulse in a bit
stream, then the transmitter-receiver filter characteristics may be optimized as
follows. Intersymbol interference is minimized by controlling the time-axis
crossings of each received pulse. White Gaussian noise is minimized by de-
signing a "matched" filter at the receiver. For a given sample amplitude, the

required signal power and white Gaussian noise are further minimized by group-
delay equalizing the transmission channel up to the detector input. Finally,
bit stream crosstalk is minimized by realizing arithmetically symmetric band-

pass filters.

To satisfy these requirements, the design procedure begins with standard
filters that are modified in their passbands by selectively adjusting the group
delay and the attenuation in the cascaded bridged-tee networks which are
added to the original standard filter. Passive, lumped elements are used for
fabricating all of the networks at 70-MHz center frequency.
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In bandwidth-limited synchronous data transmission systems (see
Figure I), a transmitter filter is used to protect adjacent channels and to
minimize the required transmitted power. A receiver filter is used to sup-
press adjacent signals and to minimize white Gaussian noise introduced
in an otherwise ideal linear channel.

If an instantaneous sampler* identifies each pulse in a bit stream,
intersymbol interference, the most serious (in-band) degradation in data
transmission, may be theoretically suppressed by designing cascaded
transmitter-receiver filters to satisfy Nyquist's first criterion [1 ] for equally
spaced time-axis crossings in the pulse response.

This paper is concerned with the theoretical determination of optimum
transmitter-receiver filter transfer functions and the practical design and
physical realization [2] of IF bandpass filters that closely approximate
the aforementioned frequency- and time-domain requirements. The design
procedure uses standard filters that are modified in their passbands by
selectively adjusting the group delay and the attenuation in cascaded
bridged-tee [2] networks.

Since the modulation scheme shown in Figure 1 corresponds to a
frequency translation for each bit stream, the filtering functions can be
performed either at baseband or at IF. In a 4-phase PSK system, this
approach has been used to reduce the number of filters from four at
baseband to two at IF. However, special attention must be paid to the
symmetry [3] of the filters about the carrier frequency, f,, to avoid loss
of orthogonality between the carriers and to minimize bit stream cross-
talk. Hence, although the derivations in the following sections are carried
out for low-pass transforms, bandpass filters will be realized.

Optimum transmitter-receiver transfer function
design

In this section, the desired optimum transmitter and receiver filters,

T(f) and R(f),respectively, will be derived at baseband as functions of

* Preliminary analyses show that mid-bit sampling is a near-optimum de-
tection method in a bandwidth- and power-limited environment in the presence
of intersymbol interference; therefore, mid-bit sampling is utilized as the de-
tection method throughout this paper. It should be noted that the optimization
criteria and conclusions would be altered if the detection methods were changed.
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the pulse input transform , V(f), and the pulse output transform , H(f), at
the detector input so that H(f) satisfies Nyquist's first criterion [I] for
equally spaced time-axis crossings . In general, this criterion may be
satisfied by an infinite set of output transforms [4]. However , for band-
width-limited data transmission , the output transform must be negligible
for all frequencies above some specified bandwidth , f =f + f, < 2f ,
where f is the Nyquist frequency corresponding to a bandwidth-to-
baud -rate ratio of unity, and f is the excess bandwidth. Then a subset of
these transforms is obtained ( I), namely,

,
Ha(f) = H( f) e2,fT,= K (1)0,

Ha(-f),
2f. <f

for all f

where H,,(f) is the time-translated output transform which absorbs any
transit delay, T,, so that the waveform Inid-bit occurs at t = 0, and H,(f)
is restricted by the following complex equation:

H,(f. + of) = -H*(f. - of), o f < f . (2)

For some given input pulse transform , V(f), the output transform,
H(J), will be approximated by cascading realizable filters, and amplitude
and group -delay equalizers . Assume that F-,(f) and FR(f) are realizable
transmitter and receiver filter functions, respectively , chosen from a filter
handbook [5) for their out-of-band attenuation selectivities . Also assume
that Hr(f) and MR( f) are realizable amplitude and group -delay equalizers
designed to modify the filters Fr (f)and F„(f), res pectively, to approximate
optimum digital system performance . The theoretically optimum trans-
mitter-receiver filters are then defined in terms of the realizable transfer
functions

T(f) ° er(f) Fr(f) Mr(f) (3)

R(f) 0 eJ (f) FRU) MR(f) (4)

where er(f) and e„(f) are error functions used to compare the realizable
functions with the theoretically desirable characteristics. Ideally then,

Ho+H,(f), f< f,

f < f < 2f,H,(f)
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the exact output transform is

Hd(f) = V(f) T(f) R(f) - (5)

Assume that the stopband characteristics of the output transform are

Hi(f) = F(J) V(f), f < 1 f 2f,

where the realizable function F(f) is given by

F(f) = FR(f) Fr(f)
eiz.t"

(6)

(7)

The passband characteristics are obtained by replacing f with (f + 4f)
in equation (6), equating this result with the expression in equation (2),
and replacing A f with (f - f). The resulting expression

V(2f-f) F(2f, -f) = -H*,(f), IfIf <f (8)

will then be substituted into equation ( 1). For

Ha(f) = Ho - [V(2f, -f) F(2f, -f)]*, f I <f (9)

the constant HH is obtained by forcing the desired transfer function to be
continuous at f = f. and by equating it to the corresponding expression
in equation (6). The output transform is then

2 Re[V(f) F(f)]
ei2nfT H(f) _ - [V(2f -f) F(2f. -f)]*, f I <f - (10)

V(f) F(f), f< IfI <2f

Bennett and Davey [I] and Lucky, Salz, and Weldon [4] show that the
optimum receiver filter amplitude is proportional to the square root of
the output pulse transform and inversely proportional to the fourth root
of the noise spectrum. Since only white Gaussian noise is considered here,

R(f) I = IH(f) 11/2 (11)

Note that this result is independent of phase angle. The input pulse, V(f),
the transmit filter, T(f), and the receiver filters, R(f), may have any
phase variations provided that Ov(f) + 07(f) + OR(f) = Bn(f. It is
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shown in the appendix that, for optimum operation , the group delay of
H(f) must be constant , IHs(f)I < IHI, and HR (f) < 0 < H0or

Hn(f) >- 0 > Ho-
ff the input pulse waveform is selected to be arithmetically symmetric

about its mid-bit and if it is advanced sufficiently to absorb the composite
filter mid -band delay , then, for optimum operation , T(f) and R(f)

must also be real. Hence,

[2IV(f)I IFT(f)[ Fn(f)I - V(2f.-fl
R(I) = IFT(2.f-f), FR(2f=-f) I ]lt2, If^ -<.f,

F j , ( f ) I , I

T(I)
R(f) I V(f)I, III G_f

= IFi:(f)I, f 5 If! <2f (13)

Equations (12) and (13) indicate that filters Fr(f) and F,,(f) must be
group-delay equalized and amplitude modified in the passband. These
two operations will be approximated as shown in equations (3) and (4)
with bridged-tee networks connected in cascade with the filters. Finally,
while the out-of-band attenuation of the receiver filter might ideally be
selected so that it is equal to

^ FR(f) I_ I V(f) I Fr(f) I, f,,:5 I f I< 2f, (14)

since the attenuation of the receiver filter is equal to 3 dB at f , the receiver
noise bandwidth is essentially independent of the particular filter choice.
For practical designs it is therefore convenient to select two identical
filters; i.e.,

FR(f) = FT(f), f,:5 I f I . (15)

In equations ( 12) and ( 13), the passband attenuation of the receiver
filter, R(f), is almost constant for most of the passband , and the transmit
filter in -band modification may be simplified if the pulse duration is
reduced. In the limit, as T -' 0, R(f) and T(f) will be identical.

Figure 2 shows the computed characteristics of two cascaded elliptic
function filters with a combined excess bandwidth of 14 percent , modified
for the optimum transmission of rectangular pulses, T = 1/2 f.. The
measured pulse response (Figure 2b) displays the desired axis crossings
of filters designed according to these procedures.
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TRANSMIT FILTER, TIC

OPTIMUM RECEIVER FILTER, RIII
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!i Dg.
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Figure 2. Optimum Filter Characteristics Using Two 5-Pole Elliptic
Function Filters for 68-Mbps, 4-Phase, PSK-PCM Digital

Communications

Handpass filter design and realization

The filter of Figure 3, which requires a modifying function similar to
MT(f), has been chosen to illustrate the design technique.

Known procedures [2] are used to derive the elliptic bandpass filter
shown in Figure 4. The transformation from low-pass to bandpass leads
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B. Computed Pulse Response for the Modified Filter

Figure 3. Bandpass Filter Chosen to Illustrate the Design Technique

to geometrically symmetric characteristics, shown in Figure 5 . Arithmetic
symmetry is achieved for elliptic function filters by moving the resonant
frequencies of the four series tank circuits shown in Figure 4 (correspond-
ing to the infinite rejection points of Figure 5 ) so that they are arithmetically
symmetric about the carrier frequency , f = 70 MHz. To least perturb
the other elements in the circuits , the impedance of these tank circuits is
unchanged with respect to the carrier center frequency:



31u COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

(8F) 5110'
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(16)

where C and f are the capacitance and the resonant frequency of the
original tank circuit, respectively, and C,,,, L,,,, and fare the modified
parameters. The resulting modifications are presented in the table of
Figure 4, in the characteristics of Figure 5, and in the measured group
delay of Figure 6. The only penalty resulting from these simple corrections
is a rise in the maximum VSWR from 1.065 to 1.11.

fp2 _f2 1 p

Group -delay equalizal ion

Since the general problem involves a multidimensional space of non-

linear equations, optimization techniques using a digital computer approx-

imate the desired characteristics by minimizing some error function

6(w, 65, ., an, wI.... , w„).

The group delay of an all-pass function is given in terms of its real
part, o,,, and its imaginary part, w,,:

+ 2 (17)
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Figure 6. Measured Group Delay for the Filter of Figures 4 and 5 [Also

shown are the imaginary parts for the all-puss initial condition 's: (a.,, w2) to

(a6, w€) are intended to equalize the filter passband ; (a,, w,) and (ay, 0I)

extend the range of equalization to the 15-dB cutoff frequencies.]
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A typical all-pass function group delay is shown in Figure 7. The contribu-

tion of N all-pass functions in cascade is

[[N^^
Tequalizer (w, a1. , aN, Wh , WN) = [r T(w, an, Wn) (I8)

„ =1

and the total delay through a filter and an equalizer is

N

TT(W, 91, ..., UN, W1 . .. WN) = Tfiltrr (w) + T(w, an, wn)
„=1

40

-80

DELAY (ns)

0 r)

20

I I1
-60 -40 -20 0 20 40 60

FREQUENCY IMH,(

2 on

80

Wn/2n

Figure 7. Delay Characteristic for a Typical All-Pass Function

(19)

The equalization problem requires the determination of a set of N all-
pass singularities in 2N parameters so that the error function is minimized
over a range of frequencies, B, about the carrier frequency, we. That is,

E(W, 0b .. WN, W1. . .. WN)

- W(w) I TT(w, al. . . .. IN, W1. . . .. WN)

- T, (ah . . .. N. W1. . . ., EN) I T (20)

for I w - w6 i < B 2, where W(w) is a weighting function, or the inverse
of a specification window, describing the relative importance of each
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frequency component. The exponent y helps to determine an equalization

trajectory; i.e., if y is increased from 2, the optimum solution is likely to

approximate a maximally flat group-delay response about TA(aI, ..., aN,

,I, ..., w)). TA is usually the average delay over the specified bandwidth

range, B:

TA(a1, ., 0N, W1, ., WN)

j
(B/2)1

=
- (B/2)

TT(w, a,, .. ., as, WI. . . ., WN) dw (21)

In general, all optimization techniques are basically iterative. For a
given set of initial conditions or guesses (an, wn), the singularity migration
will follow a trajectory in a multidimensional space to reach a local
minimum unless the solution diverges or is bounded by one of the external
constraints. Then all optimization results are essentially dependent on
the choice of the initial conditions (an, wn) and the number, N, of all-pass
functions. Reference 2 describes the procedures for estimating the mini-
mum number of all-pass functions and locating the initial guesses (an, wn)
in the s-plane.

Two techniques have been used to implement numerical solutions to
the aforementioned problem on a digital computer. First, with a penalty
function used to convert the constrained problem into a sequence of
unconstrained minimizations, an efficient optimization routine described
in Reference 6 was programmed successfully. The second routine mini-
mized E(co, al. .... aN, W1, ..., wN) in equation (20) by sequentially moving
each equalizer singularity.

To obtain the channel output waveform, the filter group delay is equal-
ized beyond the 15-dB-attenuation cutoff frequencies. Five all-pass func-
tions equalize the filter passband and two additional functions are used to
increase the equalization bandwidth.

Seven bridged-tee networks are used to provide all-pass characteristics
to equalize the filter of Figure 4. The design parameters for the seven
sections are shown in Figure 8. Each bridged-tee network is used to simu-
late the 2nd-order all-pass function given by equation (B) in Figure 9.

Amplitude modification In the passband

In the bridged-tee networks of Figures 8 and 9, there are five reactive
elements, two of which are dependent. It is therefore expected that the
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SECTION 1 2 3 4 5 6 7
NUMHEF

L11nHl 3942 54.45 62.10 4596 36.12 2875 1650

Cl IVFI 216.34 12015 93.02 11378 127.36 14223 211.35

L2 1/MI 1.23 0.689 0 . 539 0.652 0725 0.807 1193
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1319 74.0 57.0 590 770 86.0 1270

Figure 8. Bridged-Tee Networks Used to Group-Delay Equalize the Delay

Characteristics of Figure 7 (the computed filter-equalizer group delay is

shown in Figure 5)

characteristic function will be a 4th-order expression [see equation (A)
in Figure 9]. The resistive loss in each bridged-tee network causes a
migration of the pole-zero in the s-plane so that controlled attenuation
may be obtained by properly setting the element Q's without changing
the group delay of the lossless network, as shown in Figure 10. It should
be noted that a Q-match must be maintained in the section. i.e., QTAN5
- QT-SECT; otherwise, the bridged-tee network does not present an
image termination (Figure 11) and will alter the performance of neighbor-
ing sections.

The amplitude modification needed to approximate the design require-
ments of Figure 3a is obtained by selectively adjusting the Q of the bridged-
tee network. The resulting attenuation is shown in Figure 5.

TRANSMITTER-RECEIVER DESIGN

Let P1=a„ + co;'a > 0; w' > 3a 11

nlL = 4an/p C,,, _ (p" - 4a,^)l(4o.,P,^)

L112 = 1 /(4a,) C,2 - 2a„/P„'

where a4

E2 S1+a,S1+ a2S2 + a1S+a4

EI S1+b,S1 +b,S2+b,S+h0

ho = a5

315

(A)

a1 = 4a1p,, [G. + R,2] h, = a1 + 4a 2,P„

a2 = 2(p„ - 2a,) + l6a,,G ,R„2 h2 = a, + 8a,,, + 16a'R„x

a3 = 4a4G, + R,,:] b, = a., + 4a„

Note: If G0, = 0, R, = 0, then a, = 0, a, - 0. The lossless bridged-tee net-
work and pole-zero cancellations occur at S = -a„ t jw,,. The resulting
voltage ratio is reduced to a "bandpass" all-pass function:

E2 S2 - 2a„S + p2

El S2 + 2a,S + P,(
(B)

Figure 9. Transfer Characteristics of Normalized Bridged-Tee Networks

Realization

The elliptic function filter shown in Figure 4 was designed, fabricated,
and tuned at the 70-MHz center frequency. The "infinite rejection" ele-
ments were modified according to equation (16) to obtain arithmetic
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FREQUENCY (MHZ)

DECREASING BRIDGED-TEE

ELEMENT O'S

Figure 10. Realization of Controlled Attenuation by Properly
Setting the Element Q's without Changing the Group

Delay of the Lossless Network

symmetry, since the low-pass to bandpass transformation results in
geometric symmetry. As a result, the filter return loss dropped from 30
dB to 25 dB. With five all-pass functions in the passband, the arithmetically
symmetric filter was group-delay equalized using a digital computer
optimization routine, and one section was added on either side of the pass-
band to extend the range of group-delay flatness. The measured group-
delay ripple was less than 5 ns for 100 percent of the filter passband and
did not exceed 15 ns for filter attenuation frequencies up to 15 dB. These

Figure 11. Computed Return Loss for a Typical Equalizer Section

all-pass functions were realized with lumped element bridged-tee networks.
The inductor Q's were loaded selectively according to equation (A) to
modify the passband amplitude of the filter to satisfy the requirements of
equation (11), thus obtaining equally spaced time-axis crossings in the
rectangular pulse response.

The computed and measured characteristics of the filter are shown in
Figure 5. The measured pulse response (Figure 12) is arithmetically
symmetrical about its mid-bit, indicating that, in terms of the output
pulse, the filter transfer function was perfectly equalized and could be
described mathematically by a real part and a constant delay.

Figure 12. Measured Pulse Response for the Filter of Figures 3-5, 7, and 8

Conclusions

The practical design and physical implementation of transmitter-
receiver filtering functions to optimize (with respect to the lowest bit
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error) the performance of sequential data transmission through a linear
channel perturbed by white Gaussian noi:.c and adjacent frequency-
multiplexed channels have been described. The results satisfy both fre-
quency- and time-domain specifications.

The design procedure requires the design of arithmetically symmetric
bandpass filters followed by bridged-tee networks for group-delay equali-
zation and amplitude modification. All of these computational steps have
been integrated into a single program that takes approximately 4.6 minutes
of computations and 17.7 minutes of input,, output operations* to design,
analyze, and plot the characteristics, and to give fabrication and tuning
information for the filter, the bridged-tee networks, and the cascaded

circuits.

Nearly optimum transmitter-receiver filters were obtained by designing
two identical 5-pole elliptic function filters that were separately group-
delay equalized and amplitude modified with seven bridged-tee networks.
The computed bit-error rate [7] for these cascaded filters was within 0.4
dB of the theoretical optimum; the major contributor to this small degrada-
tion was a small asymmetry in the transmitter filter passband. These
filters were later fabricated and tuned with lumped elements; the output
at 70 MHz is shown in Figure 2b.

The proposed design techniques have made it possible to minimize the

noise level, intersymbol interference, and bit stream crosstalk in 4-phase

PSK. The resulting bit-error rate is within 0.4 dB of the theoretical opti-

mum for highly selective filters chosen to suppress adjacent channel inter-

ference and to minimize performance degradation caused by multipath

effects in a channelized satellite repeater such as INTELSAT IV.
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Appendix A. Optimization of digital system
performance

A class of pulse output transforms required to satisfy Nyquist's first cri-
terion has been given in equation (1) of the paper; the complex restrictions on
these transforms were given in equation (2). Hence, the output waveform of

Hd(f) may be obtained as a function of real and imaginary parts. The waveform
corresponding to the time response of the real part is arithmetically symmetric
about t = 0, the pulse mid-bit, while the waveform corresponding to the imagi-
nary part displays odd symmetry about the same time axis. Except at t - 0,

where the real part waveform displays its maximum, the two waveforms cross
the time axis periodically at the sampling instants, although there may be

additional crossings. Furthermore, for approximately realizable filters, the
contribution of the imaginary part reduces the ringing amplitude for t < 0
and increases it for t > 0. As a result, the maximum output waveform does not
occur at t = 0, but at 0 < t = t,,, << T, where T is the bit duration and the mid-
bit amplitude is unchanged.

In References Al and A2, it has been shown that, once a pulse output trans-
form satisfying the complex restrictions of equation (2) is chosen, the optimum
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receiver filter for a signal perturbed only by white Gaussian noise is given by
equation ( 11). Proper selection of H,, (f), the time-translated output transform,
results in further optimization of the system performance, as will be shown in
the following.

The indicator of digital system performance is bit-error rate (BER ) as a func-
tion of carrier- to-noise ratio . In the presence of white Gaussian noise introduced
between transmitter and receiver filters, BER is easily computed when the output
transform satisfies Nyquist's first criterion for equally spaced axis crossings in
the time domain . In this case , BER is given as a function of sample amplitude
to noise-root-mean-square ratio, ./ve(to) /N:

v'(to = 0)

N

_zf^5 f Ho df + f [HR(f) +JHx(J)]df ^z

1 2r 2f, (Al)

277 [
(' tr

{IHo+HR(f)]' +Hx(f) }'df + f [HR(f) +H,(f)]12df
o

where n is the 2-sided white Gaussian noise spectrum density and Hi(f) = HR(f)

+11-LU). To minimize the BER, this ratio is maximized by properly selecting
H,(f ). This starting point assumes the output transforms given by equation (1),
the complex restrictions of equation (2), and an optimum receiver filter given by
equation (11).

In the numerator of equation (Al), since H,(f) displays odd symmetry about
J' = 0, its contribution to the mid-bit sample amplitude, v(to = 0), vanishes.
Similarly, since H,;(f) displays odd symmetry about j = f,. (the Nyquist fre-

quency), its contribution also vanishes. The sample amplitude is then inde-
pendent of H,(f) = He(y) + JH.,(J) and is given by the area under the curve of
an ideal filter,

f,

v(to = 0)
_ , Ho di = 2Hof . (A2)

The ratio is then maximized by merely minimizing the noise contribution.
This is achieved in two steps. First, since the integrands in equation (Al) are
quadratic, the integrals are decreased by perfectly group-delay equalizing the
output transform, i.e., HH(J) = 0. Then,

y ^ Ho
+ HR I df + 2f, I H„ (f) I dl

o Jf

( 21,
< 1 [(Ho + Hr,)' + Hfl12 dl + (H' + H,) I', df . (A3)
,l o f
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The noise, N, is further reduced if

and

or

Then

so that

Ho I df (A5)

N = 2,1 Ha I f (A6)

and the ratio in equation (Al) is independent of the particular shaping function
He(/), namely,

max v1
( to = 0) k. 2 Ho I f, Al)

= 4 )

A similar analysis will show that the required transmitted power is also mini-
mized if H,(f) = 0 and the inequalities in equation (A4) are satisfied . Therefore
output transforms with constant group delay would further optimize the per-
formance of a digital system provided that H(f) satisfies Nyquist's criterion for
equally spaced time-axis crossings and the receiver filter is designed according
to equation (11).
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ATS-F COMSAT millimeter wave
propagation experiment

L. H. WESTERLUND, J. L. LEVATICH, AND A. BULGE

Abstract

The AiS-F COMSAT Millimeter Wave Propagation Experiment has been de-
signed to gather statistical data on the attenuation caused by rain at millimeter
wave frequencies. These data will be used to determine system design parameters
for future communications satellite systems operating at frequencies above 10

GHz. The experiment has 39 ground terminals transmitting at 13.2 or 17.8
GHz to a transponder on board the Ats-F satellite. The transponder retransmits
these signals at 4 GHz to a central earth terminal which records their amplitudes
once each second.

The data will be analyzed to provide probabilities of attenuation as functions
of parameters such as rainfall, location, and time. These probabilities can then
be used to determine the required power margins of millimeter wave communi-

cations systems. Techniques of overcoming severe attenuation such as site
diversity and the use of a spot beam to increase the power level at selected loca-

tions will also be evaluated. This paper includes an overall description of the
experiment as well as a discussion of system performance and operation.

Introduction

The ATS-F COMSAT Millimeter Wave Propagation Experiment is de-
signed to gather data on satellite signal attenuation at 13 and 18 GHz
caused by atmospheric hydrometeors (primarily rain) associated with
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These data will be used to determine the minimum power margins needed
for spacecraft communications systems which operate at frequencies

above 10 GHz.
At present, 4-GHz systems operate with typical power margins in the

range of 3 to 6 dB. As the operating frequency is increased, the attenuation
caused by rainfall increases rapidly; hence, unreasonably large power
margins are required to obtain the same overall system reliability.

Diversity techniques offer a means of reducing the power margin re-
quirements. The deepest fades are usually the result of intense localized
rain cells typical of thunderstorms. Separating two or more stations by
some distance makes it possible to reduce significantly the margin re-
quired to provide a given grade of service for a specified percentage of the
time. To plan such systems intelligently, the joint distribution of attenua-
tion magnitude and duration as a function of separation distance and
climatological conditions must be considered.

For operation at frequencies around 13 GHz, a spot-beam technique
might be useful. A spot beam could overcome localized fading by tem-
porarily increasing the power margin to a local area. The spot beam could
be moved so that all local areas would receive protection for a percentage
of the time. However, to evaluate this technique, it is necessary to correlate
the attenuation among terminals typically distributed over a large geo-

graphic area.
There are a number of theories that can be used with sufficient confidence

to predict attenuation caused by hydrometeors in the propagation path
if the precipitation parameters used in theoretically derived equations are
known. Unfortunately, the meteorological aspects of the problem, such
as the distribution of the various drop sizes in 3-dimensional space, the
actual shape of drops as a function of size and velocity, and the frequency
of occurrence of different concentrations of hydrometeors of a given

size, are inadequately defined.
To obtain the necessary system performance information, a measure-

ment program is needed. This program should yield data which are in a
form directly applicable to satellite system design, and which are suffi-
ciently accurate and detailed to permit empirical tests of the theories and

further scientific analysis.
The COMSAT millimeter wave experiment will yield statistical distribu-

tions of signal attenuation from 24 different locations over a significant
part of the U.S. Fifteen of these locations will simultaneously provide
data at 13 and 18 GHz. This experiment will satisfy the need for a temporal
distribution of attenuation data over widely varying climatic and geo-
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graphic areas. Each location will also be equipped with a rain gauge to
gather data for correlation with RF attenuation. This correlation will
permit potential extrapolation of the attenuation statistics to other loca-
tions. The gathered and analyzed data will help to determine the opera-
tional parameters for future satellite communications systems.

System description

The millimeter wave propagation experiment consists of ground and
spacecraft hardware plus the data reduction and analysis equipment
required to process the results of the experiment into a manageable and
usable form. The general configuration, shown in Figure 1, will consist
of 15 dual-frequency transmitting terminals which transmit signals ran-
domly spaced between 13.19-13.20 and 17.79 17.80 GHz. These terminals
will be located throughout the eastern half of the U.S. and will be spaced
at least 160 km apart. In addition, there will be nine diversity terminals
which transmit signals between 17.79-17.80 GHz. Three diversity terminals
separated by less than 40 km will be grouped around each of three dual-
frequency terminals to provide 4-terminal diversity configurations trans-
mitting at 17.8 GHz. A detailed description of these transmit terminals
may be found in Appendix A.

The spacecraft transponder will receive the signals from the transmitting
terminals, translate the 13-GHz signals to 4.140-4.150 GHz and the
18-GHz signals to 4.160-4.170 GHz, and then retransmit them. A detailed
description of the transponder built by COMSAT is given in Reference 1.

The spacecraft receiving antenna, furnished by the spacecraft con-
tractor, is a dual-frequency parabolic reflector with linear polarization in
the east-west plane. Its gain is 25.8 dBi at 13 GHz and 27.6 dBi at 18
GHz. Its boresight will be offset by 2.9° to the east of the spacecraft
pointing axis to provide coverage of the ground transmitting sites for each
of the two primary spacecraft pointing modes. Figure 2 shows the result-
ing coverage of the eastern U.S.

The per-carrier power output of the transponder at 4 GHz will be
-36 dBW for the diversity experiment's 18-GHz carriers, and -29 and
-35 dBW for the 18- and 13-GHz dual-frequency terminal carriers, re-
spectively. The spacecraft's 4-GHz horn antenna, which will serve as the
transponder transmit antenna, has a half-power beamwidth of 20° and
an on-axis gain of 17 dBi.

The receiving terminal at Andover, Maine, will receive the signals at
4 GHz, separate the 39 individual carriers, and record them for further
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ANDOVER

Figure 2. Spacecraft Receive Antenna Coverage

O DUAL-FREDUE NCY TERMINAL

o SINGLE 1 RLOUENCY TERMINAL

Figure 1. Propagation Experiment System

analysis. A brief description of the receive terminal may be found in

Appendix A.
The process control computer and its peripheral equipment will con-

trol the operations of the receiving equipment and perform the measure-
ments. The power level of each of the received carriers will be scanned
once each second by a signal multiplexer. The process control computer

will use the gain and noise temperature values determined in the calibra-
tion process to calculate the actual received power level of each carrier
from these readouts. These results, along with other information, such
as identification, carrier number, and time of day, will be recorded on

magnetic tape.
The COMSAT propagation experiment has several inherent advantages

for the collection of the type of data desired for system design. First, to
gather statistical information of any significance in a short period of time,
continuous operation is needed. Because the prime power required for the
spacecraft transponder is only I I W, 24-hour-a-day operation is feasible
on the multicxperiment, power-limited, ATS-F spacecraft [2]. This low
power requirement is achieved by performing the attenuation measure-
ment on the up-link so that the high power requirements are on the ground.
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To minimize the 4-GHz satellite output power requirements, a large
receiving antenna is used. The down-link is at 4 GHz where the attenua-
tion is insignificant and hence does not contaminate the up-link signal

variations.
A second advantage of the COMSAT propagation experiment is the use

of a large number of small transmit terminals to permit simultaneous
determination of the desired transmission and propagation parameters
from many locations. Finally, the concept of the single receiving terminal
permits simultaneous collection and recording of the data, with excellent
time correlation between signals from widely varying paths. This is very
useful in the data analysis program, in which the signals received from
different terminals will be correlated.

The data gathered from the 15 widely separated, dual-frequency sites
will be used for correlating signal attenuation among any number of
terminals. Determining the number of terminals which simultaneously
experience fades at a given fade level will assist in evaluating the possi-
bility of providing extra power (e.g., via spot beam) for communications
links suffering attenuation loss because of precipitation in the path.

In addition, the single-frequency transmitting terminals will be used to
evaluate the smaller scale (less than 40-km) spatial distribution of severe
attenuation caused by intense rainfall. These terminals will be arranged to
yield a number of separation distances. Correlation analyses of attenua-
tion at these terminals, taken two at a time, will reveal the separation with
the lowest probability of simultaneous high attenuation over two satellite

links.
The duration of the experiment will be sufficient to permit a good sta-

tistical comparison of the measured attenuation at a site and general
meteorological parameters such as rainfall rate, number of thunderstorm
days, and total precipitation.

System performance

The desired fade measurement range of the experiment must be suffi-
cient to provide the information needed to evaluate alternative schemes for
overcoming rain attenuation in an eventual millimeter wave satellite
communications system. Estimates of the state-of-the-art indicate that a
future millimeter wave satellite communications system might economically
provide less than a 10-dB margin against attenuation caused by frequently
occurring moderate rain rates. It also appears feasible to use a steerable
high-gain antenna on the satellite combined with a higher power trans-
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mitter tube to provide an additional 20-dB margin on a particular trans-
mission path. Therefore, to evaluate the feasibility of this scheme, an
attenuation measurement range of 30 dB at 18 GHz over the transmission
paths from the 15 widely separated transmitting locations has been es-
tablished. Since the loss at 13 GHz will be less than the corresponding loss
at 18 GHz, a measurement range of 20 dB at 13 GHz has been established.

Over the transmission paths from the closely spaced transmitters, a
somewhat smaller measurement range is needed. It is expected that switch-
over to a diversity terminal will occur before the attenuation over a par-
ticular transmission path reaches the 10- to 15-dB range. Thus, a 20-dB
attenuation measurement range has been specified for the transmission
paths that will be used to assess the feasibility of earth terminal diversity.

Since the signals are translated in frequency and amplified in the space-
craft transponder, they are subjected to nonlinearities which generate
intermodulation cross products, primarily in the TWT. These cross prod-
ucts may fall on or near a wanted signal and cause erroneous data during
severe signal attenuation. However, the most efficient use of down-link
power occurs when the TWT is operated near saturation, which is also
the region of large nonlinearities which produce intermodulation cross
products [3]. Therefore, the TWT operating point has been chosen to
achieve a compromise between intermodulation level and output power
per carrier.

Theoretical calculations indicate that, with an input operating point of
-7 dB with respect to saturation, the errors caused by amplitude non-
linearity will be less than ±0.5 dB. The intermodulation products generated
will be >6 dB below the noise level of the receiving system (Figure 3).

A substantial increase in the carrier-to-intermodulation ratio is also
obtained by randomly spacing the signals over the band. This random
spacing spreads the intermodulation products so that they do not coincide
with the signal frequencies.

Based on the preceding requirements, as well as on size and power
constraints, the RF link power budgets in Tables 1 and 2 were developed
as the optimum compromise for the overall system. Each entry is shown
at its nominal or clear sky value. The dynamic range is the range, or depth
of fades caused by rainfall, which the experiment is capable of measuring.
Since several of the parameters, e.g., the position of the satellite with re-
spect to antenna patterns, vary with time, this range also varies with time.
The effect of these variations and other tolerances has been calculated
separately and is shown as a tolerance on the overall dynamic range of
the system.
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Figure 3. Representative Down-Link Spectrum

The experiment will be controlled and conducted from the central receiv-

ing terminal at Andover, Maine. Personnel of this terminal will monitor
the performance of all ground transmit terminals and the spacecraft
transponder and will initiate corrective actions if necessary. Also asso-
ciated with the central receiving terminal will be one of the dual-frequency
ground transmitters, modified to include two 1.8-m parabolic reflectors.
These reflectors will be mounted on the horn antenna and boresighted with

it so that they will always be properly aimed at the satellite.
Remotely controlled attenuators will be inserted in this system to main-

tain the terminal's output power at the level provided by the standard
terminals. If there is rain attenuation in this path, sufficient attenuation
will be removed from the ground link to keep the level of these two con-
trol carriers at the spacecraft receiver at the clear sky value. These two
carriers will also be used as the autotrack beacons and phase-lock refer-
ences (see Appendix A). If attenuation on this path becomes too severe,
these functions will be temporarily transferred to some other path which
is not experiencing a severe fade. This control terminal will also allow
end-to-end calibration of the overall system at any time during the

experiment.
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Attenuation
Experiment

Diversity

Experiment

Parameter 13 GHz 18 GHz 18 GHz

Transmitter
Power (dBW) +14 +14 +7
Antenna Gain (dB) 32.5 32.5 32.5
e.i.r.p. (dBW) 46.5 46.5 39.5

Free-Space Propagation Loss (dB) -206.2 -209.8 -209.8
Average Antenna Misalignment

Transmitter (dB) -1.5 -1.5 -1.5
Satellite Receiver (dB) -0.7 -1.5 -1.5

Total (dB) -2.2 -3.0 -3.0
Satellite

On-Axis Antenna Gain (dB) 25.7 28.6 28.6
Receive Power (dBW) -136.2 -137.7 -144.7
Noise Power Density (dBW/Hz) -194.5 -194.5 -194.5

Up-Link Performance

C/N„ (dB-Hz) 58.3 56.8 49.8

TABLE 2. 4-GHz DOWN-LINK PERFORMANCE PARAMETERS

Attenuation
Experiment

Diversity
Experiment

Parameter 13 GHz 18 GHz 18 GHz

Satellite
Transponder Gain (dB) 101 109 109
Power/Carrier (dBW) -35.2 -28.7 -35.7
Antenna Cain (less loss) (dB) 16.0 16.0 16.0
e.i.r.p. (dBW) -19.2 -12.7 -19.7

Free-Space Propagation Loss (dB) -196 -196 -196
Antenna Misalignment (dB) 0 0 0
Earth Terminal G/T (dB !'K) 37 37 37
Down-Link Performance

C/N (dB-Hz) 50.4 56.8 49.9
System Performance

C/N, Total (dB-Hz) 49.7 53.9 46.8
Receive System Bandwidth (dB) 20 20 20
Minimum C/N for Retaining Phase 3 3 3

Lock (dB)
Measurement Dynamic Range (dB) 26.7

2

30.8

9

23.8

+to )
-2.4

(+ to )
-2.7

(+ to v/
-2.7
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Data collection

The data to be used in the analysis will include propagation data from
the central receiving terminal, telemetry and orbital data from NASA,
rain gauge data from each of the transmitter sites, and calibration data
from the power monitors on each transmitter. Data processing (Figure 4)
comprises two separate functions: data reduction and data analysis. For the
rain gauge and transmitter power data, data reduction simply consists
of manual scanning of the stripcharts. The rain gauge data are placed on
computer cards for entry into the computer and further analysis in con-
junction with the propagation data. Transmitter power levels are manually

scanned for significant changes and outages.
The major effort in the data reduction task consists of calibration,

quality checks, and editing of the propagation data. Because of the large
amount of data involved, it is necessary to edit the data as early as possi-
ble, deleting the majority of the data which contain no fades. However,
many experiment parameters, such as satellite motion across antenna
beams and transponder temperature changes, may cause data variations
which the computer may interpret as fades to be saved for analysis. There-
fore, the data are corrected for these variations before they are analyzed.

DATA INPUTS

PROPAGATION DATA

MAGNETIC TAPE

TELEMETRY ORBIT

MAGNETIC TAPE

RAIN GAUGE

TRANSMITTER POWER

STRIPCHART

DATA REDUCTION

PROCESSING

AND

EDITING

STORAGE

TAPE DISK

REDUCTION

AND

DIGITIZATION

DATA ANALYSIS

COMPUTATIONS

P

Figure 4. Data Flow Chart

OUTPUT
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Once the raw data have been edited and corrected, the actual data
analysis is performed. All analyses are statistical and typically result in
graphs of attenuation probability as a function of such parameters as
rainfall, time, and location.

One-dimensional probability-density functions and cumulative distri-
bution functions will be generated for the attenuation experienced by each
of the 39 signals. These are the most basic statistics needed to determine
the reliability for a given fixed margin against rain attenuation.

A fade duration histogram will also be prepared. This histogram shows
the distribution of the durations of various depths of fade, indicating the
time duration of service interruptions for a given fixed margin against
attenuation.

Further, a joint fading probability for the diversity terminals will be
established. This analysis will be performed on the signals from the three
diversity clusters which have a total of four transmission paths to the
satellite. For any two of these transmission paths, it will be necessary to
determine the percentage of time during which both paths simultaneously
experience various fading levels. Six such analyses will be required at each
of the three locations, including all combinations of the four transmis-
sion paths, taken two at a time, to yield the best diversity terminal arrange-
ment for overcoming periods of high attenuation.

Similarly, the joint fading probability will be calculated for the 15
widely separated terminals. This computation, which determines the per-
centage of time that the attenuation at one selected site exceeds various
levels, will indicate the percentage of time during which a high-e.i.r.p.
satellite spot beam will be available to overcome attenuation at that site.

In addition to these analyses of the digitized signal amplitude data,
the rain gauge data from each of the 24 transmitting locations will be
manually analyzed to yield cumulative distribution functions for the rain
rate at each location. This information will be used to extrapolate the
measured attenuation data to other locations where rain data may be
available. In addition, attenuation as a function of rain and rain rate will
be determined for special events.
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Appendix A. Transmitting terminals
and receive system

Transmitting terminals

The two types of transmitting terminals used in this experiment are dual-
frequency terminals and single-frequency diversity terminals. These terminals
are essentially identical except for power output and frequencies. As shown in

Figure A-1, the basic configuration consists of a small parabolic-reflector an-
tenna (positioned manually) with a prime focal feed, a power amplifier, a fre-
quency generator, and power monitoring system. A rain gauge, a stripchart
recorder, and an auxiliary power system are also provided to record the power
outputs and rain rates at each transmitter site.

Each dual-frequency transmitting terminal is assigned two independent fre-
quencies, one between 13.19 and 13.20 GHz, and one between 17.79 and 17.80
GHz. The diversity terminals, which are assigned frequencies in the 17.79- to
17.80-GHz band, will be interleaved with the dual-frequency terminals. The
half-power beamwidth of the fixed antennas is 4° by 4° at both 13 and 18 GHz
with a manual pointing accuracy of 0.1°. The antennas are linearly polarized in

the same plane for both frequencies.
The power output of the power amplifiers is 25 W at 13 and 18 GHz for the

dual-frequency terminals and 5 W at 18 GHz for the diversity terminals. The
output stability is ±0.5 dB for a 72-hour period. The frequency stability is better
than 1 x 10-1 over a temperature range of -40°C to +45°C with a power source
variation of t5 percent in frequency and/or f 10 percent in voltage.

A rain gauge will be installed at each terminal to record rain rates of 5 to 150
mm/hr, with a resolution of 2 mm/hr. A stripchart recorder, which is capable of
operating at a speed of 120 mm/hr, will record the transmitter output power
and the accumulated rainfall.
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To obtain information on the distribution of high-intensity precipitation at-
tenuation over the greatest possible area , the 15 terminals transmitting at 13
and 18 GHz will be located in various parts of the U.S. Probable sites are Boston,

Massachusetts ; Columbus, Ohio ; Starkville, Mississippi; Andover, Maine;

Ithaca, New York; Detroit, Michigan; Philadelphia , Pennsylvania ; Washington,
D.C.; Nashville , Tennessee ; Asheville, North Carolina ; Fayetteville, North
Carolina; New Orleans , Louisiana; Atlanta , Georgia; Tampa, Florida; and
Miami , Florida. These sites are expected to represent most of the climatic re-
gions having significant precipitation in the U.S.

Three of these sites, Boston, Columbus , and Starkville, will also be part of
the experiment to evaluate diversity receiving systems.

Since the terminals are located over such a wide geographic region, often in
rather remote areas, they are designed for highly reliable unattended operation.
They are designed to withstand temperature ranges from -40°C to +45°C,

winds over 50 mph, and rain rates of 150 mm /hr while operating fully within
specifications . To meet these requirements, the terminals are housed in a 1.2- x
1.2- x 2.1-m fiberglass -constructed , weatherproof equipment enclosure with a
self-contained heating system to maintain the internal temperature above 10°C
during the winter, and a self-ventilating exhaust fan for the summer.

The design parameters of the terminals have been dictated primarily by the
requirements of the experiment . The antenna beamwidth has been specified to
accommodate the satellite motion , the effective radiated power to meet the
dynamic range of the experiment , and the frequency stability , perhaps the most
important parameter , to accommodate the receiving system. The receiving system
is expected to operate in a 100-Hz loop bandwidth , placing an extremely rigid
short-term stability specification on the frequency generators . Similarly, to
permit unattended operation of the transmitters , the long- term stability of the
generators must be sufficient to keep the carriers within the tracking range of the
receiver for a period of not less than six months.

Previous experience indicates that long-term drift rates of 1 x 10-0 per day
and 1 x 10-4 per year can be achieved through the use of phase-lock solid-state
oscillators in which crystals in the 100 - MHz region are used as the reference

frequency . It has been determined that the short -term requirements should be
attainable with similar devices. Thus, the basic design of the frequency genera-
tors calls for solid-state oscillators , operating in the 1.0-GHz region, to be phase
locked to crystal oscillators operating around 100 MHz, followed by an ap-
propriate multiplier chain.

The short-term frequency stability has been specified in terms of a power
spectral density . It is characterized in the bandwidth from 0 to 30 Hz by a
K/fs distribution so that

Pr
10 log P(10) > 30 dB
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where Pr is the total carrier power and P(10) is the power measured in a 1-Hz
bandwidth 10 Hz from the carrier . Beyond 30 Hz, the power spectral density

has been specified as shown in Table A-1.

TABLE A-I. POWER SPECTRAL DENSITY

SPECIFICATION BEYOND 30 Hz

Frequency Separation from Power Spectral Density

the Carrier Below the Carrier

30 Hz <df<100 Hz > 45 dB
100 Hz < df < 1 kHz > 55 dB

1 kHz < elf < 10 kHz > 65 dB
10 kHz<df< 100 kHz >75 dB
IW kHz < df > 80 dB

Figure A-2 shows the power spectral density of a typical frequency generator

compared with the specification. To perform the measurement, two frequency
generators were mixed together and the beat frequency was fed to a narrow-
band wave analyzer in which the power spectral density was measured in a

1-Hz bandwidth.

Figure A-2. Power Spectral Density of a Typical Frequency Generator
Compared with the Specification

Receive system

The receiving terminal, to be located at the Andover, Maine, earth terminal,

will use the horn antenna and associated tracking and 4-GHz receiving equip-
ment. As shown in Figure A-3, the receive system consists of three sections:
receiving terminal, signal processing, and data acquisition. The calibration unit
will be installed between the receiving antenna and the low-noise parametric
amplifier to permit calibration of the entire system.
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The first down-converter will convert the amplified signals to the 70-MHz

range. The 70-MHz signals will then be amplified and distributed by the distri-
bution amplifier to the second down-converter. The local oscillator signal for the
second down-converters will be supplied by 13- and 18-GHz AFC controllers,
which will follow any shifts of the two bands caused by the frequency con-

verters in the satellite.
A distribution amplifier will split the single 30-MHz-wide receive signal into

two 10-MHz-wide bands. One band will contain the 13-CHz transmitted carriers
and the other band will contain the 18-GHz transmitted carriers. The 10-MHz

bands will he converted to 20 MHz and then amplified to drive the carrier
processors, which convert the signal to DC and filter out noise. The system band-
width will be determined by a crystal filter with a 100-Hz bandwidth in the

carrier processor.

Lawrence H. Westerlund is it Member of the
Technical Staff of the Special Projects Division
of COMSAT Laboratories. Since 1971, he has
also served as Assistant Project Manager for
the COMSAT ATS-F Propagation Experiment.
Previous experience at COMSAT Labs includes

research performed in the Propagation and
Space Physics Branches. Before joining COMSAT

in 1968, he was a Research Associate at Rice
University, where he received a B.A. in Physics
(1964) and a Ph.D. in Space Science (1968).

Julius L. Levatich is Manager of the Propa-
gation Depa rtment of COMSAT Laboratories
and Project Manager and NASA Principal In-
vestigator for the ATS-F Propagation Experi-
ment. Prior to joining COMSAT in 1966, he was
employed by the MITRE and Bendix Cor-
porations . He received a B.E.E. from R.P.I. in
1955 and an M.S. from Johns Hopkins in

1963. He is a member of Eta Kappa Nu, Tau
Beta Pi, and Sigma Xi. He is also a Registered
Professional Engineer and a senior member of
IEEE.



340 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

Anthony Buige received a B.S. degree in
mathematics from St. Francis College in 1959.

He spent seven years with the NASA Goddard

Space Flight Center, where he was the Man-
ager of the Data Acquisition Section in the

Tracking and Data Systems Directorate. He

joined COMSAT Laboratories in 1967. He was

formerly Manager, Laboratory Simulation, in
the Systems Division, engaged in transmission
modeling and system simulation programs. He
is a member of IEEE and Delta Epsilon Signia.

Index: synchronous satellites , ATS-F, electromagnetic
wave transmission , radio transponders.

The ATS-F COMSAT propagation
experiment transponder

A. L. BERMAN, EDITOR'

Abstract

This paper describes a satellite transponder for use in the ATS-F COMSAT
Propagation Experiment. In operation, this transponder receives 39 continuous
wave carriers transmitted in the 13.2- and 17.8-GHz bands, frequency translates,
and then retransmits in the 4-GHz band. The hardware design includes several

novel features. Three-stage tunnel diode amplifiers, implemented with micro-
wave integrated circuit technology, provide the major portion of the repeater
gain. Image terminated frequency translation mixers incorporating dual-mode
filters to minimize weight and size have been used. Transponder reliability is
highlighted throughout the design. Final flight qualification testing has verified
that all performance requirements are conservatively met.

Introduction

The ATS-F COMSAT Propagation Experiment repeater has been de-
signed to satisfy the performance requirements dictated by the overall ex-

* The material reported herein is the result of the collaborative work of many
people. The principal contributors are A. Atia, A. Berman, R. Bounds,
It. Cooperman , Y. Lee, C. Mahle, R. Stegens, R. Strauss, J. Talcott , M. Wachs,
and A. Williams.
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periment plan described in "ATS-F COMSAT Millimeter Wave Propaga-
tion Experiment" by L. Westerlund, J. Levatich, and A. Buige [1]. The
hardware for the experiment consists of a spacecraft transponder, 15
ground transmitter stations, and one receiving station. The transmitter
stations transmit a total of 39 continuous wave carriers, 15 in the 13.2-
GHz band and 24 in the 17.8-GHz band. The spacecraft transponder
translates these carriers to the 4-GHz band, amplifies, and retransmits them
to a central receiving earth station. The received signal strength of each
carrier is recorded and correlated with rain gauge readings from the re-

mote sites.

This paper describes the design and performance of the spacecraft
transponder. The requirements of this transponder, determined from the
overall experiment plan, are presented in Table 1. The experiment plan
calls for accurate measurement of carrier power level over a 30-dB dynamic
range. In practice, the lower limit of this range is set by the noise figure,
while the upper limit is determined by the linearity of the repeater. The
frequency translation jitter specification is derived from considerations
arising from the narrowband tracking loop used to receive the carriers.
The power consumption, size, and weight constraints are imposed by the

ATS-r satellite environment.

TABLE 1. TRANSPONDER REQUIREMENTS

Input (receive) Frequencies

Output (transmit) Frequencies

Overall Gain (input flange to output flange)

Gain Stability vs Temperature

Noise Figure

Output Power

Frequency Translation Jitter (short term)

Power Consumption

Size

Receiver

Transmitter

Maximum Weight

13.19-13.20 GHz,
17.79- 17.80 GHz

4.14-4.15 GHz,

4.16-4.17 GHz

100-110 dB

t I dB (+5°C to +35°C)

< 10.5dB

+18 dBm

< 10-Hz deviation at rates
<1 Hz

<14 W

27.9 cm x 22.8 cm X 16.5 cm

30.5 cm X 22.3 cm X 17.4 cm

<16.8 kg
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Overall repeater description

A repeater consisting of a receiver and transmitter satisfying the require-
ments of Table 1 is shown in Figure 1. The receiver performs the re-
quired input filtering, frequency translation, preamplification, and band-
pass filtering. The transmitter provides high-level amplification to the
required output power level.

Receiver

Each receiver chain consists of a low-conversion-loss mixer followed by
a 3-stage tunnel diode amplifier (TDA). The TDA supplies approxi-
mately 35 dB of gain and sets the receiver noise figure. A 10-MHz-wide
bandpass filter limits the receive noise bandwidth at the output of the
receiver. The local oscillator (LO) signal required for each of the receiver
mixers is obtained from independent crystal oscillator-multiplier chains.
Two receiver chains are provided for each received band to enhance the

experiment reliability.

Transmitler

The transmitter combines the outputs of both channels at 4 GHz and
amplifies them in either of two high-level amplifier chains. A 3-stage TDA
provides approximately 35 dB of gain, while an output traveling wave

tube (TWT) supplies 50 dB of gain.

Niajor repenter subsystems

The design of the major subsystems is described in the following sub-

sections. The unique features are emphasized.

MIXERS

The mixers incorporate filters utilizing dual -mode operation , i.e., two

electrical cavities in one physical cavity. This technology has resulted
from an ongoing program at COMSAT Laboratories to minimize filter
weight and size without degrading performance.

The first active stage in each receiver chain is the Schottky barrier

diode mixer . The 13- and 18 -GHz units are shown in Figure 2. In each
case, a minimum conversion loss is necessary to meet the noise figure

performance requirements . Providing the mixer diode with a reactive

termination at the sum , image, and regenerated signal frequencies makes
it possible to reduce the conversion loss below the 3-dB minimum pre-
dicted for a resistively matched termination mixer [2].



344 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973 a ATS-F COMSAT PROPAGATION EXPERIMENT TRANSPONDER 345

MOVEABLE SHORT

CIRCUIT

a.

DC RETURN

BIAS RESISTOR

p_

m>_

JL

DC BLOCK
9-SECTION
LP FILTER

MID DIODE

WR SI REDUCED HEIGHT

WAVEGUIDE ID - 0787 X 0080

IF OUTPUT 4150 GHz ___p

LO INPUT FILTER

(DUAL MODE 2 -CAVITY CHEBYCHEVI

NOTE

ALL DIMENSIONS

ARE IN INCHES
T

MOVEABLE SHORT

CIRCUIT

COAXIAL

IF OUTPUT

PORT

b.
DC BLOCK
(REENTRANT COAXIAL

SERIES STUB(

RSIGNAL INPUT FILTER

DUAL MODE 2 CAVITY

CHEBYCHEV

yJJ7- DIODE HOLDER

JU7

SIGNAL FILTER
(2-CAVITY DUAL-MODE
CIRCULAR CHEBYCHEV(

IF FILTER
LP COAXIAL
CHEBYCHEV OF
SECTIONS7

SIGNAL
INPUT PORT

LO INPUT PORT

Figure 2. 13,!18-GHz Mixer Schematic Diagram



34', COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

To maximize the conversion efficiency of the design, it is necessary to
minimize the principal losses [3], which include the following:

a. mismatch loss at either the signal or IF port. resulting in less
signal being delivered to the diode junction:

b. loss of signal power due to the presence of series resistance and
junction capacitance in the diode:

c. losses related to the current-voltage characteristic of the diode
junction; and

d. losses caused by the signal and IF filters.

Minimization of these losses requires proper matching of signal and IF
sections, optimization of LO drive for the particular diode selected, and
presentation of a reactive termination to the diode at frequencies other
than the intermediate, LO, and signal frequencies. The diode should be
selected for high reliability, minimum noise figure in the frequency band
of interest, low series resistance, and large reverse breakdown voltage.
Furthermore, the diode package should have a self-resonance frequency
higher than the signal frequency. A type HP5082-2723 diode has been
chosen.

The mixer equivalent circuit is shown in Figure 3. The Schottky barrier
diode is placed perpendicular to the broad wall of a reduced height wave-
guide to facilitate impedance matching at the signal and LO frequencies.
The broad wall dimension has been chosen so that the image is well
below the guide cutoff frequency and is therefore reactively terminated.

The LO and input signals are introduced via the broad wall of the
guide, from opposite sides of the diode, by using 2-pole filters constructed
from single dual-mode circular cavities [4]. Such a filter design signifi-
cantly reduces the volume and weight of each mixer. Short circuits are pro-
vided at both ends of the waveguide. A low-pass filter with a cutoff fre-
quency of 4.5 GHz is used at the output. This filter allows the 4-GHz
difference frequency to pass with minimum loss and, at the same time,
provides a short circuit for the image, LO, signal, and sum frequencies.

To minimize signal filter losses and to avoid tuning variations caused by

temperature changes, the filters have been designed to have 100-MHz

bandwidths although the signal bandwidth is only 10 MHz. These wide

bandwidths also permit the use of lightweight aluminum. The IF filters

have been designed in the manner described in Reference 5. Additional

mixer design considerations are given in Appendix A.
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Mixer performance is summarized in Table 2. The low conversion loss
indicates that the image and sum frequencies are reactively terminated.
The conversion loss vs LO drive level characteristics are presented in

Figure 4.

TABLE 2. MIXER PERFORMANCE

13-GHz Mixer 18-GHz Mixer

Waveguide Dimensions 2cm X 0.2cm 1.3cm X 0.18cm

Cutoff Frequency 7.5 GHz 11.5 GHz

Signal Frequency 13,195 t 5 MHz 17,795 f 5 MHz

Signal Filter Loss 0.3 dB 0.4 dB

LO Frequency 9,050 MHz 13,630 MHz

LO Power 10f3dBm 6f2dBm

Image Frequency 4,905 -E 5 MHz 9,465 f 5 MHz

Return Loss, All Ports >15dB >15dB

Typical Conversion Loss 3 dB 2.5 dB

Typical Noise Figure 3 dB 2.5 dB

Weight 212.6 g 149.6 g

During the tuning process, it was observed that the noise figure could
increase markedly without appreciably changing the conversion loss. A
similar phenomenon had been previously investigated [6] for mixers hav-
ing equal terminations at the signal and image ports. This effect is pri-
marily attributed to the presence of a nonlinear capacitance in the diode's
equivalent circuit. The presence of this nonlinear capacitance, which is
pumped by the LO, can, under certain conditions, result in a net con-
version gain. Thus, any thermal noise generated in the diode can he ampli-
fied parametrically and appear at the IF port, contributing to a noise figure
which is larger than that caused by the mixer conversion loss. However,
this condition can be avoided if the nonlinear diode resistance and capaci-
tance are pumped in opposite phases, which is possible if the proper re-

actances are introduced at the diode terminals.
The conspicuousness of this phenomenon in the case of I8-GHz mixer

is probably due in part to the fact that the DC return path is a short circuit
and in part to the low conversion loss obtained. Nevertheless, for this
mixer, it was always possible to find one particular tuning at which the

noise figure and conversion loss were in good agreement.
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TUNNEL DIODE AMPLIFIER

+10

The design of the TDA is based on a microwave integrated circuit
(MIC) approach using microstrip on alumina. Mechanical ruggedness
and unit-to-unit uniformity make this implementation attractive for space-
craft applications.

Three-stage TDAs are used to provide low-noise, low-level amplifica-
tion at 4 GHz. In addition to minimizing the noise figure while providing
the correct gain, the design logic has considered the elimination of spurious
oscillations and temperature sensitivities.

A germanium tunnel diode with a peak current of 2.5 mA has been
selected for the design as a compromise between low noise figure and
moderate linear output power capabilities. The admittance vs frequency
characteristic of the diode determines the electrical design of the amplifier
module and circulator as follows:
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a. The capacitive reactance of the diode must be resonated in-band.

b. The circuit must provide a resistive load impedance (smaller than
the negative diode impedance) to set the in-band gain.

c. At frequencies outside of the band (i.e., DC to 3.5 GHz and 5.2
to 20 GHz), the circuit must provide a positive resistance with a mag-
nitude greater than that of the diode's negative resistance.

The design is complicated by the large variation with frequency exhibited
by the circulator impedance.

The tunnel diode matching and stabilizing circuits are included on
a 2.54- x 2.54- x 0.06-em alumina substrate, as shown in Figure 5.
Figure 6 shows the design of the stabilizing network. Two pseudo-lumped
networks provide series resonance at 4.15 GHz and form a 2-section
band-rejection filter when separated by one-quarter wavelength. Since
the input of the 2-section filter (at plane B-B) is a short at 4.15 GHz, the
length of lines LA and L11 is chosen so that these lines will resonate with
the diode capacitive susceptance. Line LA, a 90° transformer at 14 GHz,
causes the shunt conductance loading the diode above 4 GHz to increase,
thereby following the increase in the device's negative conductance.

Because of the lower limitation imposed upon line impedance by the
MIC format, two stabilizing and tuning networks are used in the TDA
design to double the stabilizing conductance at all frequencies. Stagger
tuning the length of line LA in each network makes it possible to achieve
maximum stabilization conductance over a broad range near 14 GHz so
that the diode is stabilized in the range where a large negative resistance
is exhibited.

Since the net conductance of the circuit is positive at all frequencies
outside the range of 3.5-5.2 GHz, no reflection gain and hence no ex-
ternal oscillations can exist. This condition is referred to as conditional
terminal plane stability. The effect of circulator loading must, however.
be included to ensure stable operation.

Final stability is determined by interconnecting the amplifier to the
circulator and checking the Nyquist stability criteria for the entire as-
sembly. A computer technique is used to perform this operation. The
program computes the reflection gain of the amplifier at all frequencies
of interest. (Theoretical performance is 12-dB gain with a 1-dB band-
width of 200 MHz.) Stability is analyzed at selected frequencies from DC
to 20 GHz by determining the limiting circulator load reflection coeffi-
cients which violate the Nyquist criteria. The limiting reflection coefficients
define the return loss specification of the circulator ports.

ATS-F COMSAT PROPAGATION EXPERIMENT TRANSPONDER

B

509
BA 250

LA

TAB

Figure 5. ATS-F Amplifier Substrate

509 MICROSTRIP

LINE

900 LONG

SERIES RESONANT AT 0.15 GHz
(WITH FRINGING CAPACITANCE)

509THIN FILM
TERMINATION

(CHIP)

Figure 6. TDA Stabilizing Network (line lengths are in degrees at 4.15 GHz)

509 MICR0STRIP
TRANSMISSION LINE

MYLAR FILM IO.OOLn.)
WITH LOSSY COATING



352 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2. FALL 1973

To eliminate the possibility of interaction between TDA modules, a
9-port, 7-junction circulator has been designed to provide 60-dB isola-
tion between ports. To guarantee the isolation performance, RF-absorbing
ferrite mode suppressors have been included to eliminate parallel-plate
mode propagation. The three amplifier port voltage standing wave ratios
(VSWRs) are less than 1.2:1 in-band and comply with the load reflection
requirements determined by the stability analysis.

Circulator characteristics, e.g., match and isolation, were made rela-
tively constant over the qualification temperature range by selecting a
ferrite material (Transtech type G1002) which exhibits small variations
with temperature, and by using Alnico Vlll biasing magnets. A more
detailed design computation is presented in Appendix B, and the mea-
sured performance of the circulator is summarized in Table 3.

TABLE 3. MEASURED CIRCULATOR PERFORMANCE

Gain 26-35 dB

1-dB Bandwidth 90 MHz

Center Frequency 4,150 MHz

Noise Figure <5.5 dR

Gain Variation over 0°C-50°C < L0.5 dB

Weight 529 g

* The gain was set at 26 dB, 33 dB, and 35 dB for amplifiers in the 13-GHz channel,

the 18-GHz channel, and the transmitter, respectively.

TUNNEL DIODE AMPLIFIER BIAS SUPPLY

Each TDA module requires a +3-V bias supply with a high degree of
line regulation, low ripple, and constant voltage with time and tempera-
ture variation. A high-efficiency switching regulator has been designed to
provide 75 mW from the +28-V line with losses of only 121 mW.

BANDPASS FILTERS

Both the 13- and 18-GHz channels incorporate a filter (at 4 GHz) to

limit the noise bandwidth. The filter bandwidth represents a tradeoff

between the frequency plan required to provide a flat frequency response

over the bandwidth used by the carriers and the input power backoff of
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the traveling wave tube amplifier (TWTA). (A bandwidth which is too
wide will saturate the TWT with noise.) The temperature range specified
for the transponder requires a filter constructed of invar.

The dual-mode filter is similar to that described in the mixer section [4].
Each of the filters consists of a circular waveguide cavity excited by two
orthogonal TEtu modes coupled by a screw at a 45° angle from the direc-
tion of polarization of each mode. The input and output couplings are
provided by extending the center conductors of the coaxial line inside
the cavity, as shown in Figure 7; hence, waveguide-to-coaxial transitions

O UTPUT
COXIAL
CONNECTOR

INPUT
COXIAL
CONNECTOR

TUNING
SCREWS

COUPLING SCREWS

ELECTRIC FIELD LINES
OF MODE 1 ITEIIII

ELECTRIC FIELD LINES
OF MODE 2 ITEIIII

Figure 7. Modes in the 2-Cavity Filler and Its Equivalent Circuit

are unnecessary. To conserve further space and reduce the independent
mechanical supports, the two filters are constructed as one integral piece.
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LOCAL OSCILLATOR CHAIN

The transponder requires LO sources at 9.05 and 13.63 GHz with a
nominal level of 10 mW and a frequency stability of +4 ppm over a tem-
perature range of -10°C to +65°C. The design of the LO, shown in
Figure 8, is straightforward and emphasizes immunity to spurious oscil-

lation.

The first stage of the LO consists of an ultra-stable quartz crystal (5th
overtone) oscillator, buffer amplifier, and transistor doubler. A limiting
stage minimizes level variation with temperature, and an output filter
eliminates spurious outputs. The output is +17 + 0.2 dBm over 0°C
to +50°C. Stability is within 2 ppm from -10°C to +65°C. (No oven is
used.) The oscillator phase noise was measured as described in Appendix C.

A transistor X9 frequency multiplier provides an output of more than

100 m W at approximately 2.25 GHz. The multiplier consists of two transis-

tor triplets, each having -3 dB of gain. Lumped element matching at

the input (nominally 250 MHz) and in the interstage networks (nominally

750 MHz) minimizes the overall size. The circuit is unconditionally stable

for any combination of drive level and frequency, DC voltage, and tem-

perature. The devices typically operate at 10 percent of rated dissipation.

At an output level of +21 dBm (levels up to +24 dBm are possible) at

2.25 GHz, the X9 multiplier has an overall DC-to-RF efficiency of 20

percent.

A directional filter at the output of the X9 multiplier provides a wide-

band 50-ohni match while attenuating unwanted multiplication products.

This filter consists of an MIC ring resonator and 50-ohm terminations.

It has been designed with a new node compensation technique [7] applied

to the two parallel coupled directional coupler sections of the microstrip

traveling wave loop directional filter.

The compensated-design filter circuit has been photo-etched on a 2.54-

x 2.54- x 0.1-cm alumina substrate (r, - 9.7) and has two 50-ohm film

resistor internal terminations. It has shown return losses greater than 20

dB up to 4 GHz, which is a substantial improvement over the performance

of an uncompensated-design filter. The insertion loss is 1.4 dB at the

band center of 2.25 GHz, and the 3-dB bandwidth is approximately 90

MHz.

The final frequency multiplication is performed by a single X4 or X6

step recovery diode multiplier.
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The multipliers feature a conversion efficiency of 1 /N or better at the
design frequency, and stability over the ±250-MHz input bandwidth for
power levels from 0-5 dB nominal, thereby demonstrating a state-of-the-

art performance.

The LO chain is open-circuit stable at any phase.

TELEMETRY AND COMMAND MODULE

The telemetry and command (T&C) module is the interface between the
experiment and the spacecraft telemetry , command, and power systems.
It operates on the spacecraft command signals to control power switch-
ing within the experiment and to properly condition telemetry sensor
signals.

The telemetry section consists of the signal conditioners and the voltage

reference (for thermal sensors) required to properly process the sensor
data. It accepts signal inputs from various sources within the experiment,
and conditions and buffers these signals before presenting them as outputs
to the redundant spacecraft telemetry encoders . There are two types of

signal sources : digital status bits and analog voltages derived from thermal
sensors.

The command section, which consists of the command interface cir-
cuits, command driver circuits , and command inhibit circuit , accepts
redundant spacecraft command decoder outputs and generates control
signals for the experiment in response to these commands . These responses
take the form of signals to switch power to the appropriate redundant
circuitry and control pulses to switch the latching circulators and TWTAs.

The power section consists of a DC,/ DC converter , power disconnect
circuit, and distribution relays for power switching . It accepts a regulated
28-V input from a 14-W spacecraft load-interface-controller (LIC). It

provides overload protection , voltage conversion , and switching power to

the various experiment components . It also provides the required isolation

between power , telemetry , and command power supplies. Figure 9 is a
block diagram of the command and telemetry units.

Transponder integration and test

An important guideline throughout the transponder development was
the objective of solving as many potential problems as possible before
or during the engineering model integration to minimize difficulties in the
prototype and flight model. Each of the engineering model circuits was
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therefore developed until its electrical performance (e.g., swept frequency
response, gain, linearity, noise figure, power output, matching, stability,
and RF leakage) satisfied predetermined criteria. Potential interaction
susceptibility received particular attention to avoid unforeseen integration
problems.

After each circuit was brought into compliance with performance re-
quirements and after all measurements verified expected operating char-
acteristics, environmental tests were performed. The program included
qualification level vibration and temperature tests over an extended range
with the device in operation (i.e., DC and RF signals applied).

Only after the device demonstrated acceptable performance variation
during environmental tests was it integrated into the engineering model
transponder. This model was then measured on the bench, during vibration
and in a thermal vacuum chamber, to verify that the overall performance
could be predicted from the performance of the individual subassemblies
during unit test. In this way, all major design problems could be solved
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during development and integration of the engineering model. Only minor
structural problems were encountered during the transponder vibration
test. One such problem was solved when the structure supporting the
13-Gliz mixers in the receiver was stiffened with three additional brackets

after the first round of vibration tests.
No significant design changes were required between engineering model.

prototype, and flight model. The subassemblies for the prototype and
flight models underwent a similar test cycle, i.e., bench tests followed by
live environmental tests and additional bench tests. After integration,
formal test programs were conducted for qualification and acceptance of
the prototype and flight model transponders, respectively. The trans-
ponder met all pertinent specifications including the design goal of f l-dB
gain variation over a +5°C to +35°C temperature range (see Figure 10).
No malfunctions were experienced. Table 4 summarizes the performance
of the flight model transponder. Figure II shows the delivered flight

transponder.

TABLE 4. FLIGHT TRANSPONDER PERFORMANCE

Specification

Overall Gain

at 13,195 MHz 101 dB

at 17,795 MHz 110 dB

Noise Figure <10.5 dB

LO Frequencies 9.05 and 13.63 GHz

DC Power <14 W

Weight <16.8 kg

Measurement

channel AA: 101.1 dli
channel AB : 101.8 dB
channel BB : 102.4 dB
channel BA : 101.8 dB

channel AA: 109.4 dB
channel AB: 109.6 dB

channel BR: 109.4 dB

channel BA: 109.9 dB

channel 13A: 9.25 dB

channel 13B: 8.98 dR

channel IBA: 10.09 Litt

channel 18B: 9.78 dB

channel 13A: 9.050003 GHz

channel 13B: 9.050001 GHz

channel 18A: 13.630002 GHz

channel 188: 13.630002 GHz

10.9 W

14kg

z
a
0

-5
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Figure 10. Flight Transponder, Gain vs Temperature
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Reliability/ quality assurance program

As an integral part of the transponder development cycle, a rigorous
parts procurement and quality assurance program was maintained from
design inception to delivery of the space-qualified flight transponder. The
primary functions of this program were specification of purchased flight
materials and parts, in-house inspection, and maintenance of technical
quality assurance records and traceability of flight equipment.
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Figure II. Flight Transponder

The majority of the more than 120 high-reliability electronic part types

selected were "standard" flight parts found on the published NASA
(GSFC) Preferred Parts List. For these parts. existing government specifi-
cations were used. New specifications were prepared and approved by
NASA for "nonstandard" flight parts and subassemblies.

As an example, the germanium tunnel diode specification included in-
novations in operating point characterization and screening tests which
materially contributed to the reliability of the diodes. Based on studies
of tunnel diode characterization techniques, rigid limits were imposed
upon peak (!p) and valley (I,) currents, the valley voltage (V,) was specified,
and the vendor was required to report the negative resistance and terminal
voltage at the operating point as a reference for adjusting the TDA cir-
cuits. A high-temperature stabilization bake (100°C for 72 hours) was
incorporated to screen out those diodes with excessive built-in mechanical
stresses. Step-stress testing [8] showed that these stresses can cause gradual
diode degradation, particularly in L. All units with 4/,, greater than _L10

percent for the bake period were rejected.
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When necessary, flight qualification testing of many parts was con-
ducted by their vendors. Since the MIC form of the TDA had no known
spaceflight history, COMSAT subjected it to a qualification program. A
great deal of testing and process development was required to qualify the
alumina substrate MIC TDAs for flight. Serious problems with thick-and
thin-film chip resistors and their epoxy attachment techniques were the
subject of intensive construction analysis efforts.

It was found that, in two cases, the 330-ohm thick-film chip resistor used

to set the diode bias had changed value. (In one case, the resistor demon-

strated increased resistance and erratic behavior; in the second case, the

resistor demonstrated decreased resistance.) In a third case, one or more of

the 50-ohm thin-film chip matching resistors had increased in value.

Investigation of the thick-film resistor failures revealed that the lot of

flight resistors was mixed; samples of Pd/Ag and Bi/Ru thick-resistor

films included reglazed units. Although all units passed "burn-in," some

had probe cracks or bubble cracks in the thin glass protective layer. Both

failures occurred in the Pd/Ag-type resistor with propagated glass cracks.

A glass chip broken off from one resistor explained its erratic variation

and increase in resistance. The second malfunction was more subtle. In

this case, the resistance decreased from 325 ohms to 290 ohms and held

this lower value through "stripping" from the substrate and some prag-

matic immersion tests. Finally, exposure to 60°C high humidity plus epoxy

hardener vapors for 16 hours further decreased the resistance to 275

ohms. It is hypothesized that the combination of interface stresses, permea-

tion of moisture at elevated temperature, glass crack propagation, and

exposed Pd; Ag thick film can result in the type of resistance changes

which were observed.

The 50-ohni thin-film resistor malfunctions were traced to the bonding

procedure used. Analysis indicated that the primary cause of failure was

the method of melding the silver and clear epoxies during mounting. The

resultant epoxy matrix provided a significantly reduced conductive con-

tact area, combined with interface (epoxyjresistor and epoxy substrate)

stresses. The net result was an increase in resistance from 50 ohms to 61

ohms produced by a slight "lifting" at the interface. The interface stresses

resulted from marked differences in the participating thermal coefficients

of expansion and the moisture absorbing (slight swelling) property of the

clear epoxy material.
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These investigations resulted in the following corrective actions:

a. changes in process specifications to preclude mixing of clear

and silver epoxies;
b. improved epoxy mixing methods, formulas, and dispensing;
c. elimination of the high-humidity paint cure;
d. addition of electrical test points;
e. revision of the thick-film resistor purchase specification and

procurement of a new lot of BiRu resistors; and
f. incorporation of all of these changes in the flight transponder.

As part of the transponder assembly, the documentation necessary to
maintain control was developed. This documentation included R&QA
plans: process specifications; test plans; assembly and inspection pro-
cedures; photographs of assemblies (used as working standards); parts,
materials, and processes lists; and a released drawing set. Other records
included malfunction and discrepancy reports, material flow records, and
transponder qualification and acceptance test logs for end item delivery.
The R&QA system ensured traceability of parts and materials throughout

the assembly phase of the transponder.

Con elusion

A satellite transponder to be used in the ATS-F Propagation Experi-
ment has been constructed. While the transmission bandwidth require-
ment dictated by the experiment is limited to 10 MHz, each of the subsys-
tems has been designed so that it can be readily expanded for wideband
communications use. In addition, the MIC implementation of the TDAs
will permit the incorporation of additional stabilizing network sections
to increase bandwidth. The basic design and implementation tech-
niques, however, will remain the same. Similarly, the mixers can be adapted
to communications use in the 20- and 30-GHz bands. The mixer band-
width capabilities can be fully exploited through the use of temperature-
stable invar construction. Thus, the propagation experiment serves two
purposes. First, all of the experiment requirements are conservatively
satisfied. Second, many new design techniques and technologies directly
applicable to communications satellite transponders are demonstrated.
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Appendix A. Additional mixer design considerations

The diode impedance (approximately 120 ohms resulting from the reactive

termination of sum and image frequencies) is matched to the 50-ohm output by
using a 2-section stub tuner. The mixer diode is self-biased by using an RF choke,

and the DC return is completed by a short circuit for the 18-GHz mixer and
by approximately 400 ohms for the 13-GHz mixer. The sum frequency is

terminated by the diode package.

To optimize the mixer, the spacings of the signal and LO filters and short cir-

cuits with respect to the diode must be determined so that all three ports of the
mixer are well matched, and the minimum conversion loss and noise figure are
achieved. These conditions can be met when the image, sum, and higher order
products are properly terminated. Simple 1st-order analysis can be used to
determine the starting values of the spacings 1, /,, /,, and /, shown in Figure 3 of
the paper. These distances are found by choosing integers n,, m,, ny and n, such

that

n,Ag,

2

n 2Xg1o

- 2

/, _
(2n, + 1)AgLo

4

IT - (2n, + 1)Ag,

4

where Ag, and Agu, are the guide wavelengths at the center frequencies of the

signal and LO filters, respectively. The spacings are then perturbed experimentally

so that the mixer characteristics are improved.

Appendix B. Tunnel diode amplifier design

Diode

A germanium tunnel diode with a peak current of about 2.5 mA has been
selected for use in the amplifier. Germanium has been chosen because it has been
previously qualified for spaceflight use. Since the "micropill" package is 0.05 cm
high, it is compatible with a 0.06-cm-thick alumina MIC substrate.

Figure B-1 shows the equivalent circuit of the diode and the variation of its
terminal admittance with frequency. A Nyquist analysis [Bl] shows that the
diode is both open- and short-circuit unstable. A large troublesome negative
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conductance exists in the 12- to 16-GHz region as a result of the condition

fo <A,

Near 4 GHz, the diode is modeled by the circuit of Figure B-2. The
amplifier design proceeds by synthesizing networks which provide the following

characteristics:

a. resonance of the capacitance , Cr, at 4.15 GHz;
b. a load impedance (^25 ohms) which is consistent with a gain of

approximately 12 dB at 4.15 GHz; and
c. proper loading of the diode at all other frequencies ( DC to 20 GHL)

to prevent spurious oscillations.

Garin-bandwidth lindlation

The overall objective of a 90-MHz 1-dB bandwidth for each 3-stage assembly
indicates that each TDA module must have a bandwidth of about 170 MHz.
If it is assumed that a lumped inductor is used to resonate the circuit of Figure

B-2, the reflection gain (Figure B-3) can be determined as follows:

Y1 - Y2 (G, + G0) +j(cCr - l /uL,)
T PlaneAA=-- * -

( 131 )
Y^ + Y s (G, - GI') - J(wC - 1 /aL,)

An expression for the 1-dB bandwidth can then be derived:

Ow,au Gp
(B2)

w„ w„Cr(G... - 1)

where G_ is the voltage gain at resonance. For Cr = 0.8 pF and Gu = 40 ohms,

equation (B2) predicts a bandwidth of 1,600 MHz; clearly the required 170-MH7
bandwidth presents no problem. This is important, since circuit designs which

guarantee stability greatly degrade bandwidth.

The inductive susceptance of Figure B-3 cannot be achieved by using a lumped
element at 4 GHz; instead, some form of distributed network must be used. The
design requires that the network which resonates with Cr must also provide out-

of-band loading to prevent spurious oscillations.

Slabilizilg network

Examination of the Nyquist stability criteria confirms that open-circuit stability

can be achieved for the diode of Figure B-1 by adding shunt conductance at the

diode terminals at frequencies removed from 4.15 GHz. Short-circuit stability

cannot be achieved without the further addition of a series resistance, this

approach is considered impractical, however. Fortunately, the Nyquist criteria

are sufficient but not necessary for stability because the complex behavior of the

circulator load impedance, which cannot be modeled and therefore cannot he

included in any Nyquist analysis, guarantees stability.
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Figure B-4 shows the form of the stabilizing network chosen to provide an
out-of-hand shunt conductance to the diode. Its success depends upon the
following factors:

a. realization of an all-band load (DC to 20 GHz);
b. synthesis of a bandstop filter at 4.15 GHz which has no other (spurious)

stopbands below 20 GHz; and

c. tailoring of the lossless network, Ni. so that Re[Y,1,,,] exceeds the
diode's negative conductance at all frequencies removed from 4.15 GHz.

In an MIC format, a frequency-independent load may be obtained by using thin-
film resistors (good to about 4 GHz) combined with extremely lossy transmission
lines. These are easily synthesized on microstrip lines using loss) film overlays.
Bandstop filters having no spurious responses below 20 GHz can be designed
only by using "pseudo-lumped" series resonant networks consisting of low-
and high-impedance (e.g., 20- and 120-ohm, respectively) transmission lines.
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These lines, whose behavior approximates that of capacitors and inductors, differ

from a V/4 open-circuited transmission line in that they have no resonance at

3/The computer analysis used to verify overall stability proceeds by assuming an

amplifier load reflection coefficient defined by

(see Figure B-5), where

and

F, - II', /BI.

0 < T,.I < 1.0

0 < BI < 2rr

Admittance YL, of Figure B-5 is calculated from

I - I'r
VI. = 0.020 . I'r.

and admittance Y, is calculated while the frequency is swept from 0 to 20 GHz.
Stability is violated when admittance Y; has a negative real part and a simul-
taneous zero imaginary part, indicated by a sign change in Im(Y).

Since the angle 0,, of P,, cannot be guaranteed, while its magnitude IT,,' (circu-

lator return loss) can be measured, a plot of maximum allowable return loss vs
frequency can be compared with measured circulator data. Figure B-6 presents
measured and computed performance demonstrating unconditional stability.
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Appendix C. Osriliato ►• phase noise measurement
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Figure B-6a. Theoretical Gain-Frequency Curse of ATS-F TDA

Oscillator phase noise is measured in two steps. Two identical oscillator chains,
including crystal sources and multipliers to the 2.25-GHz range, are fed to a
phase detector. The output voltage, proportional to the phase difference between
the two sources, is then recorded. A digital computer is used to perform a
Fourier analysis of the recorded waveform. The spectrum of phase noise
"baseband" thus computed is presented in Figure C-1.

The RF spectrum of the noise modulated oscillator is obtained by slightly
shifting the frequency of one of the oscillators and recording the audio frequency

mixing component. The RF spectrum obtained by Fourier analysis is presented
in Figure C-2.

Examination of the data reveals that the significant phase noise components
are at frequencies below I Hz. The RF bandwidth caused by phase noise is
approximately 10 Hz. The deviation caused by noise may be determined from
the Carson's Rule bandwidth:

RF bandwidth\
deviation 2 - - modulating frequency

5 - 1

=4Hz

I
1 r

1 11 1 1 I 1 1
5 10 12 14
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Figure B-6b. Mavinmm Allouahle Stable Load Reflection Coefficient vs

Frequency Compared will Actual Circulator Measurement
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Figure C-l. Phase Noise "Basehand" Obtained by Fourier Analysis
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Figure C-2. RF Spectrum Obtained by Fourier Analysis
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The orthogonalization of
polarized fields in dual-polarized
radio transmission systems

R. W. KREUTEL

Abstract

Coupling between a pair of nominally orthogonal radio waves in a dual-
polarized transmission system results in interference which limits bandwidth
utilization efficiency. In this paper, some of the more common types of polariza-

tion coupling are examined. Polarization coupling is represented by a transmis-
sion matrix, which is then reduced to its equivalent diagonal form by an orthog-
onal transformation. This transformation is identified with a set of simple

lossless networks. It is shown that the basic form of these networks is appropriate
to common types of polarization coupling. Finally, some fundamental limitations
imposed on transmission efficiency by field coupling are cited.

Introduction

The channel capacity of a bandwidth-limited radio transmission system
can be theoretically doubled by transmitting and receiving information on
each of two orthogonal wave polarizations. If the two waves are not per-
fectly orthogonal, however, interference results. Therefore, the utility of
the dual-polarized transmission is contingent on achieving a satisfactory
level of orthogonality. In principle, perfect polarization orthogonality can
be realized; however, in practice, because of antenna design limitations,
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antenna misalignment, transmission media anomalies, and other difficul-

ties, perfect orthogonality can only be approximated.
In this paper, the coupling between the waves of a dual-polarized trans-

mission system is described in terms of a 2 X 2 transmission matrix. It is
demonstrated that matrix operations which orthogonalize the transmission
matrix can be implemented by adding simple hybrid networks at the send-

ing and receiving ends of the transmission system.

Mathematical model of the transmission system

The symmed •lc T matrix

Q`T Q = TD

The symmetric T matrix corresponds to the case in which TI = TI,.
Hence, equation ( I) becomes

.v T1, TII

xl

X

The T matrix in equation (2) is diagonalized by
formation

ORTHOGONALIZATION OF POLARIZED FIELDS

YI TI, T12

-

j [

For the present analysis, the dual-polarized transmission system is
defined in very general terms. At the sending end of the system, two orthog-
onally polarized waves, x1 and x2, are generated. A corresponding set of
waves, yl and y1, arrives at the receiving end of the system. The relation-
ship between the waves at the sending and receiving ends is

Y1 Ti, T12

yrz TAI T.,,

rxi

(1)

The square matrix in equation (1) is the transmission [T] matrix of the
system. its off-diagonal terms represent coupling between the two wave
polarizations and include all sources of coupling (i.e., antennas and

medium).
It is evident that, to orthogonalize the process described by equation (1),

the T matrix must be diagonalized so that jr, is a function of x1 alone and
jr, is a function of x2 alone. This diagonalization can be effected by per-
forming operations involving premultiplication and/or postmultiplica-
tion [1]. In the present work, T has been reduced to its diagonal form by
means of an orthogonal transformation (or more generally, for a complex T
coefficient, a unitary transformation) because the networks required to
effect this type of transformation are necessarily lossless.

In the following sections the orthogonalizing operation is performed for
two classes of special importance: a symmetric T matrix and a Hermitian
T matrix. In each case, the T matrix is identified with the class of polariza-
tion coupling it represents. A linear dual-polarized system is used as an
example, but the analysis is equally appropriate to any dual-polarized
system. In each of the cases examined, it is assumed that TI, = T22. Since
the transmission gains on the two nominally orthogonal channels are

ordinarily identical, this should be a reasonable assumption.

where the superscript / denotes the transpose and TD is the diagonalized
form of T. The diagonal elements of To are simply the eigenvalues of T,
which are given by the roots of the characteristic equation

where I is the unit matrix.

T - XI = 0

377

(4)

The Q matrix is composed of columns which are each eigenvectors of T.
These eigenvectors are the solutions to the following equations:

Tel = X1e1

Tei = Tze1

(5a)

(5b)

where c1 and ea are the eigenvectors corresponding to the eigenvalues xI
and x,. It follows thatequation (3) must take the general form

llr 1
l I [T] [el ey] =

Col 01
(6)

Substitution of equation (6) into equation (2) yields the equations of the
orthogonalized transmission system:
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Y2 L-\/2 -\/2J L' 12

0j T11 - T1,

TlI + T19^

xi

xe0

1

-, 2

1

72J

A1

(7)

The operators in equation (7) can be identified with lossless sum and dif-
ference hybrid networks inserted at the receiving and sending ends, respec-
tively. Figure I is a schematic representation of the system described by

equation (7).

HYBRID

Vx LT,z
YlI - TII

(8)

The system described by equation (8) can be orthogonalized by performing
a unitary transformation on T:

Q`*T Q = TD (9)

where, as in the previous section, the operation is completely defined in
terms of the eigenvalucs and eigenveetors of T. Thus, equation. (9) can be
rewritten as

lei
J [T] [el e2] = I 0 I (10)

where a 1 and a2 are the eigenvalues of T, and el and e2 are the correspond-
ing eigenvectors. Finally, evaluation of the terms in equation (10) results
in the orthogonalized form of equation (8):

TRANSMISSION MEDIA

(INCLUDING ANTENNAS)

Figure 1. Orthogonalized Dual-Polarized Transmission System

(symmetric T)

The various types of depolarization which can be represented by a
symmetric T matrix are indicated in Figure 2. All three of these depolarized
waves can be compensated by the system described by equation (7) and
shown in Figure 1. In each case the fields are perfectly linear and orthog-
onal at the sending end of the system and arrive at the receiving end as
shown. As indicated, a reasonably broad range of commonly encountered
types of depolarization is included. A typical example is depolarization
resulting from antenna misalignment.

The llermitian T matrix

The Hermitian T matrix is defined by TL, = Tit and real principal
diagonal terms. Thus, a transmission system with Hermitian-typepolariza-

tion is characterized by the following equations:

[Tn - T12 0 A T

0 TIT + T,1 xz

where is the argument of T12.

X
z E1

I I

75

Figure 2. Types of Depolarization Characterized by Symmetric
Transmission Matrix
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The premultiplying and postmultiplying operators in equation (11) can
be identified with a network that consists of simple lossless sum and dif-
ference hybrids with a phase shift of 4' radians inserted in one of the output
arms, as depicted in Figure 3. Also shown in Figure 3 is an additional phase
shifter of (f radians. Although this phase shifter is not essential to the
operation in equation (11), its significance will become clear in the

following discussion.

TRANSMISSION MEDIA
(INCLUDING ANTENNAS)

Figure 3. Generalized Form of Orthogonalized Dual-Polarized

Transmission Network

Figure 2 has summarized the types of depolarization which are charac-
terized by a symmetric transmission matrix. It should be noted that the
symmetric matrix generally encompasses the case of two waves which
originate as two orthogonal linearly polarized fields, but which are de-
polarized to yield two nonorthogonal elliptically polarized fields of the
opposite polarization sense. It is desirable to broaden the class of
depolarization which can be compensated by including the counterpart of
the aforementioned case, namely, the case in which the two orthogonal
linearly polarized fields are depolarized to yield nonorthogonal elliptically
polarized fields of the same polarization sense. The representation of
equation (II) provides compensation for only that special case in
which the major axes of elliptically polarized fields of the same sense are

perpendicular.
The T matrix for the coupling between a pair of nonorthogonal ellip-

tically polarized waves of the same sense has the general form

ORTHOGONALIZATION OF POLARIZED FIELDS 381

Ae is B e -j7

[T] = B e+h A e+ia

If the first column of [T] is multiplied by ei2a and eia is factored out,

[T] = ei

(12)

(13)

Equation (13) is in the desired Hermitian form and can be diagonalized

by using the operation of equation (11). The significance of the p radian
phase shifter in Figure 3 is now clear. The value of p is set equal to 2a
radians to "force" the coupling matrix for elliptically polarized waves of
the same sense into Hermitian form so that orthogonalization according
to equation (I1) can be effected.

General orthogonalizing network

The circuit shown in Figure 3 represents the generalized form of the
orthogonalizing network. Clearly the network in Figure 1 is a special case
of the network in Figure 3, for which p = ¢ = 0.

For convenience, the types of depolarization which can be compensated,
together with the associated transmission matrix and circuit parameters,
are tabulated in Figure 4, which includes a broad range of depolarization. *

It is possible to achieve complete orthogonalization of the transmission
system if two requirements are met. First, the fields must be made sym-
metric with respect to the reference axes. This can be accomplished by
rotating the axes. Second, the depolarized fields must have the same axial

ratio. If they do not, incomplete orthogonalization results in a residual
level of interference. For example, if the depolarized waves of Figure 4b
or 4c have axial ratios of 29 and 30 dB, respectively, the system can be
partially orthogonalized to yield a wanted-to-unwanted signal ratio of
approximately 55 dB. Of course, if the axial ratios are equal, the wanted-
to-unwanted signal ratio will be infinite.

* The origin of the depolarization in a practical system is a complex subject
beyond the scope of this paper. Cases listed in Figure 4 can be assumed to be
representative of typical practical systems.
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TYPE OF DEPOLARIZATION

p

TRANSMISSION MATRIX

ITI

ITI =

ITI =

e

8

CIRCUIT PARAMETERS

y=6 =0

9 0

14 = W.

=0

y =B

IP --(Y+aI

# -2a

Figure 4. Types of Depolarization Which Can Be Orthogonalized with the

Network of Figure 3

Pomer conservation

If the generalized matrix formulation of the dual-polarized transmission

system [equation (1)] is written so that antenna gain and path loss are

normalized, then the transfer efficiency* of the network can be evaluated.

For example, if the transmission system conserves power, i.e., if the power

at the sending end equals the power at the receiving end, then the nor-

malized transmission matrix must be unitary. It can easily be shown that

this will be true if and only if the depolarized fields are orthogonal. In the

It is assumed that the transmission medium is lossless.

more general case, the transmission matrix will not be unitary, and a more
complete representation of the network must be defined to determine the
efficiency of transmission and the distribution of power in the system.

A dual-polarized radio transmission system is actually a 4-port net-
work; hence, its complete characterization requires a 4 X 4 matrix repre-
sentation. A complete representation can be achieved by using scattering
matrix format:

bM1

F T
Ia,

a9

(14)

bj [ T'
L,

J [a
where a„ and b„ represent the waves incident on and emerging from the
nth port , respectively . The partitioned T matrix is identical (except for
normalization ) to the T matrix in equation (1). The r matrices represent
reflection and/or cross-coupling at the sending or receiving ports.

It has been postulated that antenna gain and path loss have been fac-
tored out of the transmission equations , and, further , that the transmission
medium is lossless . Consequently , the scattering matrix in equation (14)
must be unitary and this property can be used to evaluate unknown coeffi-
cients. Then the transmission efficiency of the system can be determined.
This operation will be performed for the example outlined in the next
section.

Example

To illustrate the foregoing concepts, the case of Figure 4a will be exam-
ined in some detail. This is a case of considerable practical importance. It
is clear that transmission and cross-coupling in this system are proportional
to cos B and sin 0, respectively. Consequently, the procedure outlined in the
previous section is used and the scattering matrix of the system is con-
structed as follows:

[S] _

b c ! a cos B a sin 0 -

C b a sin 0 a cos 0
------- ------

a cos d a sin B b c

a sin 0 a cos d c b

(15)
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The coefficients a, b, and c are determined by invoking the unitary property

in equation (15) and solving the resulting set of equations. Hence,

I SI = -
I

\/I + 'i. sin 20

sin 2B sin 28
N 2 I 2

_j,sin 20 \sin 26
2 2

cos 0 sin 0

sin B cos B

cos B sin B

sin 0 cos B

J\sin 2B _jIsin 20

2 v 2

Isin 26 sin 26

v 2 2

. (16)

The network appropriate for orthogonalizing the system described by
equation (16) is shown in Figure 1 (or Figure 3 with 4' = $ = 0). Equation
(7) is the resulting system equation. If it is assumed that 0 is positive, sub-

stitution from equation (16) into equation (7) yields

y,
cos0-sing

xt = x, tan (45° - 0) (17a)
1+sin2B

Y2 =
cos 0 + sin 0

xz = xz (17b)
1 + sin 2B

The differential channel gain given by tan (45° - B) is identical to a result

reported elsewhere [2], [3]. However, in this case, it is clearly not a consequence
of dissipation. It is interesting to note that all of the loss is incurred in one
channel. If 0 is negative, equations (17a) and (17b) simply interchange.

It can easily be seen that the implicit differential gain in equation (17)
is a consequence of reflection at the xt port. The magnitude of the reflected

field at that port is

I 2 sin 2B

fI xl = 'V 1 + sin 20 xl
(18)

Finally, to prove that power is conserved, equations (17) and (18) are used

to obtain
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POUT = Z Y I z+ 1 2 Yz^ z+ 1 2 p x t z

1 1 - sin 20 2 sin 20

2 1+sin2B ^xtla+^xzl,z+( l +sin2B) Fx112

=2PxtFz+Zlxz^2

which is, of course , equal to the power input to the system.

Conclusion

385

(19)

A broad class of polarization couplings in a dual-polarized transmission
system can be represented by either a symmetric or Hermitian transmission
matrix. It has been shown that a system so characterized can be perfectly
orthogonalized by an orthogonal equivalence transformation and, further,
that such a transformation can be effected by adding simple lossless net-
works at the sending and receiving ends of the transmission system. Of
course, the orthogonalizing process completely eliminates polarization
coupling and its degrading effects on transmission quality.

The orthogonalization process is summarized as follows. The transmis-
sion system is represented by a transmission matrix, and the eigenvectors
of that matrix are formed. These eigenvectors correspond to a pair of
characteristic polarizations which (for symmetric and Hermitian systems)
are orthogonal. The compensating networks simply adjust the transmission
polarizations so that they correspond precisely to the characteristic
polarizations of the system. Since the characteristic polarizations are
orthogonal, it follows that the system is orthogonalized.

Of particular interest is the fact that, except for the type of polarization
shown in Figure 4e, the orthogonalizing networks are completely inde-
pendent of the implicit polarization coupling in the transmission matrix if
the class of transmission matrix (i.e., symmetric or Hermitian) is known.
Further, these networks, comprising sum and difference hybrids, are loss-
less. For the depolarization shown in Figure 4e, the orthogonalizing net-
works remain independent of the magnitude of the polarization coupling,
but each requires a phase shifter, 4', that is dependent on the transmission
matrix. If ¢ is time variant, dynamic control of the phase shifters is
required.

In the general case, the depolarization in the system results in nonor-
thogonal fields. It has been shown that the orthogonalization of such a
system necessitates loss. While this is not surprising, it should be noted that
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this loss need not be dissipative. As in the example cited in this paper, the
orthogonalizing loss may be reflective. This may be advantageous for
many applications, e.g., a low-noise receiving system. In fact, because the
orthogonalizing networks are lossless, any orthogonalizing loss incurred
as a result of the processes outlined in this paper will be nondissipative.
Further, based on transmission efficiency calculations which assume equal
power input to each orthogonal transmitting port, it is postulated that

these processes result in minimum orthogonalization loss.
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A 6-G11z broadband raractor
up-converter

R. L. SIcoTTu

Abstruet

This paper provides design and performance data for an upper-sideband

up-converter which is useful in satellite communications earth terminals. This
up-converter not only has the high output level (>50 mW) typical of varactor
up-converters, but also has a wide bandwidth (500 MHz) at all three ports, a

characteristic previously associated only with low-level mixer-type up-converters.
The design has been achieved by using a heavily overdriven varactor in a low-
inductance mount and matching into a contiguous band diplexer.

Introduction

High-level up-converters with broadband signal, pump, and upper-
sideband (USB) ports simplify the design of earth terminals for satellite
communications. The broad instantaneous bandwidth of the pump-
USB ports provides a system flexibility which makes it possible to up-
convert wideband signals to a number of up-link channels by selecting a
suitable local oscillator (pump) frequency. The high-level output reduces
the gain required of the transmit power amplifier.

Current earth terminals use broadband up-converters which employ
varistor devices such as point-contact or Schottky-Barrier diodes as the
nonlinear clement, usually in a 4-diode bridge circuit. Usable output
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power levels are typically limited to 1 mW; hence, a 2-stage traveling wave
tube amplifier is necessary to attain the required transmit power level.
The use of high-power up-converters is desirable to eliminate the com-
plexity of a high-gain amplifier carrying information. The required high-
power pump can be provided by solid-state amplifiers operated at satura-
tion for maximum efficiency. Although varactor up-converters* have
been employed for high-level operation [l], their use results in some
sacrifice in bandwidth [2] because the varactor is a nonlinear capacitor
which, when pumped, has an average capacitance which must be tuned.

Typical bandwidths have been 1 percent.
This paper deals with a new varactor up-converter design for wideband,

high-level operation. It introduces a new varactor circuit design technique
based on broadband matching of a pumped, mounted varactor diode to a
diplexer filter network. This technique is applied to the design and reali-
zation of an up-converter having the following characteristics:

signal center frequency: 855 MHz

signal bandwidth: 100 MHz at -I dB

pump frequency: 5.07-5.57 GHz
USB frequency: 5.925-6.425 GHz

minimum at t1 dB

power output: 30 mW
signal power: 10 mW
pump power: 400 mW minimum.

Design considerations

Stability

The primary design criterion for varactor circuits is stability. Two

major types of instability, parametric and "jump," may occur. Parametric
instability is characterized by RF oscillation, usually occurring at fre-
quencies below one of the driving (i.e., signal or pump) frequencies. These
oscillations modulate the input and output signals and appear as multiple
sidebands on a spectrum analyzer. They are initiated by tuned idlers,
which cause a negative resistance to appear at the difference frequency
between an idler and the driving frequency, as in a parametric amplifier.
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When the negative resistance is equal to or greater than the terminating
resistance at that frequency, oscillations occur. The circuit conditions
for oscillation have been calculated by Parker and Grayzel [3] for a fre-
quency doubler. Parametric instabilities are avoided by eliminating un-
desirable idlers and resistively terminating the diode at frequencies where
oscillations may occur. This is accomplished practically by designing very
simple, compact circuitry around the diode to eliminate idler formation
and by resistively loading any idlers that occur.

Jump instability is characterized by a low-frequency relaxation oscil-
lation in resistively biased varactor circuits or an abrupt turn-off or turn-on
of power in fixed bias circuits. According to the literature [4], this phe-
nomenon is peculiar to circuits containing nonlinear reactances. It be-
comes less severe and eventually disappears when the loaded Q of the
nonlinear circuit is lowered sufficiently.

Bandwidth

There are four basic design requirements for broadband up-converters:

a. all tuning elements must be located close to the diode,
b. the diode impedance must have a low loaded Q,
c. a low-inductance mount must be chosen, and
d. terminations must be controlled at harmonic frequencies.

These requirements also contribute to the stability of the design.

Figure 1 is a simplified block diagram of the up-converter. The circuit,
which consists of a pump-USB diplexer and a signal arm comprising a
low-pass filter, quarter-wave transformer, and signal tuning element,
provides for diode tuning at signal, pump, and USB bands.

Conning [5] has analyzed the operation of high-level varactor up-con-
verters for an arbitrary drive level, M, and capacitance law, y. The nor-
malized impedance and power, plotted in Figures 2, 3, and 4 vs drive
level, M, for abrupt junction (y = 1/2) and punch-through (y = 0) varac-
tors, are, respectively,

Z(wk) - (KK - JKx) - (1)

* The conventional distinction between varistor and varactor up-converters

is that varistor circuits have broader bandwidths and operate at a low level, P(wk) = K vw, V„ (2)
while varactor circuits have narrower bandwidths and operate at a high level. Smu,
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I
where v = 1y

capacitance law of the diode , defined in Reference 5

Smax = C
1

„a
C,,,;,, = minimum capacitance swept out by the RF voltage across

the varactor

V„ = breakdown voltage

Kk = coefficient of the real part of the impedance

Kx = coefficient of the imaginary part of the impedance

Kp = power coefficient

M = drive level parameter , defined in Reference 5.

The average elastance,

S. = KxS,nmx (3)

is a useful design parameter. The loaded Q of the pumped varactor is

K_v
QL=KH (4)

Figure 5 is a plot of QL vs M. To achieve a low loaded Q, it is desirable to

operate at drive levels, M > 2. It should be noted that drive level is often
associated with power level. This is indeed the case when M is defined

as [5]
M q,.

qm x

(5)

where g,nax is the charge at the breakdown voltage and qn.i, the peak for-

ward driven charge, which is negative for the overdriven varactor.
A more general definition of M is obtained when q,n,x is defined as the

peak reverse driven charge:

gmax = CminVpk (6)

where IVpkl <IVBI and Cmin are the peak negative voltage and associated

minimum capacitance , respectively . The composite charge waveform

comprises the charge flowing through the diode at the three frequencies
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Figure 5. Loaded Q vs Drive Level Parameter

of interest. The peak-to-peak charge excursion is dependent upon the power
levels at these three frequencies. The ratio of the peak-to-peak charge
determines the drive level, however. If q,,,,,x is fixed as thecharge at the
breakdown voltage, then the ratio q,,,;,,/q,,,,x becomes power dependent.
The definition in equation (6) assigns an arbitrary value to q,,,,,x so that the
ratio gmin/gmax can change independent of power level. Hence, this defi-
nition disassociates drive level from power level and allows the selection
of drive level on the basis of other considerations such as loaded Q.

There is a maximum practical drive level, M, for efficient operation. As
the value of M increases, the diode's forward drive level also increases and
the diode tends to become more inefficient because of losses resulting
from carrier recombination under high forward injection levels. The
amount of forward drive consistent with efficient operation depends upon
the type of varactor used. For example, the exceptional forward charge
storage capabilities of silicon punch-through varactors permit very high
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forward drive levels. On the other hand, gallium arsenide varactors have
poor forward charge storage capability at 6 GHz and would have poor
efficiency at high forward drive levels. Hence, a silicon punch-through

varactor having C= I pF and a drive level, M = 2.5, have been chosen

for this application. The drive level choice is arbitrary: it yields a value of

QL 1, and an average capacitance, C. = 5 pF.
The inductance of the diode package is important because it determines

the reactance slope of the tuned circuit formed with the diode average
capacitance. The reactance slope must match the negative reactance

slope of the diplexer.
Figure 6 is an assembly drawing of the up-converter. The unit is fabri-

cated in 7-mm coaxial transmission line with the exception of the 3.5-mm

section enclosing the diode.

4 SIGNALPORT
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inductance, L,,, is external to the package and depends on the mounting.
The diode junction impedance is a function of diode parameters C,,,,, and
-y and the drive level, M. For a standard micropill diode package mounted -
in series with a 3.5-mm coaxial line, the equivalent circuit in Figure 7b
provides a good approximation across the pump-USB band.

Figure 7a. Packaged, Mounted Diode Equivalent Circuit

Figure 6. Upper-Sideband Up-converter Circuit

The equivalent circuit of a packaged varactor mounted in series with a
coaxial line [6] is shown in Figure 7a. Parameters CA, L, and Cn are

internal package parameters and depend solely on package design. The

O

0

INTERNAL PACKAGE

L=La' Ld = 0.2 nH

L_

DIODE

JUNCTION

-J

Figure 7b. Simplified Equivalent Circuit

The reactance slope for a lumped series L-C circuit at the resonant
frequency, J, is

do
aif

I .f = f

= 4,rL (7)

or 15S1GHz for the packaged device. The reactance slope is modified

by adjusting the inductance. L,,, which is a function of the diameter of the

coaxial line [6]. The resonant frequency of the packaged device (4.7 GHz)
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is raised to the pump-USB diplexer mean frequency (f = 5.7 GHz)
without affecting the reactance slope by adding external series capacitance.
The external capacitance is obtained from the stopband reactance of the

signal low-pass filter.
The design of a contiguous band diplexer derived from singly termi-

nated prototype filters is described in Section 16.04 of Reference 7. For
the design employed here, parallel-connected bandpass filters are coupled
to the diode through an impedance inverter [7]. The computed, normalized,
driving-point impedance for the lumped element equivalent circuit of the
diplexer is shown in Figure 8. In the passband, the real part of the impe-
dance has a Chebychev equiripple response, while the imaginary part has
a negative frequency slope and passes through zero at band center. The
positive reactance slope, formed principally by the lead inductance and
average capacitance of the pumped diode, is used to cancel the negative
sloping response of the diplexer and to effectively tune the diode across

the pump-USB band.
The real part of the diplexer impedance is adjusted by choosing appro-

priate characteristic impedances for the filters and impedance inverter to
match the average real part of the diode impedance across the pump-USB
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Figure 8. Computed Normalized Driving Point Impedance
for Lumped Equivalent Diplexer
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band. It is a function of the relative power levels at the pump and signal
frequencies. The impedances given by equation (1) are based on the choice
of power level ratios which are equal to the frequency ratio to obtain
optimum conversion efficiency. For good transmission linearity, however,
it is desirable to increase the pump-to-signal power ratio, hence decreasing
the real part of the pump impedance while increasing the real part of the
USB impedance [5]. This tends to offset the differences in the real part of
the pump and USB impedances determined by equation (1).

Design realization

Figure 9 is a photograph of the up-converter. It is constructed in 7-mm
coaxial line using the split-block technique. The circuit is complete as
shown and was designed to match from and into 50Q. Extensive modeling
and computer-aided microwave circuit analysis (GCP-CSC) [8] are

Figure 9. Up-converter Circuit
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required to arrive at a configuration which is physically realizable and
electrically functional before the initial design can be made.

The low-pass filter, which is based on a 0.l-dB Chcbychev prototype,
is a 5-section stepped impedance design having a cutoff frequency of 1.2
GHz and a characteristic impedance of 3212. Signal tuning is accomplished
by selecting the appropriate impedance of the short-circuited line (see
Figure 6), which is one-quarter wavelength at 5.7 GHz. The 1OK shunt
resistors* halfway along the line are chosen to be transparent in the
passbands of interest. In addition, they have sufficiently low impe-
dance at 10-12 GHz to provide a uniform high impedance to the diplcxer
junction. which is one-quarter wavelength from the resistors at 11.4 GHz,
across the second harmonic band of the pump frequency.

The pump-USB diplexer filters use capacitive coupled resonators, each
approximately one-half wavelength long at the filter center frequency. The
frequency responses of these resonators are made aperiodic by inserting a
high-impedance section at mid-length. Hence, the second passband of each
filter is raised to a frequency above that of the pump-USB second harmonic
band. The characteristic impedance of the pump and USB filters is 3512.
The design or aperiodic resonator filters having predictable second pass-

bands is described in Appendix A.
The diplexer is connected to the diode through a 14.512 transmission

line one-quarter wavelength long at 5.7 GHz, which serves as an impedance

inverter. (The actual line is shorter, since it is partly absorbed in the diplexer
junction.) The junction design is critical since it influences the adjacent
capacitive couplings as well as the impedance inverter. The design details

are given in Appendix B.
The computed driving point impedance for the distributed element

diplexer, shown in Figure 10, compares well with the measured value.
The presence of distributed elements, primarily the diode-diplexer inverter,
affects the shape of the reactance curve. A comparison of Figures 8 and 10
indicates that the reactance slope is smaller and more nonlinear with
frequency for the distributed clement design. The packaged diode reactance

slope closely matches that shown in Figure 10.

* British Radio Engineers type RKL-2.
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The pump-USB frequency response at various signal levels is shown in
Figure 11 for a constant signal frequency of 855 MHz and a constant pump

power of 500 mW. This measurement is obtained by driving the up-con-
verter with a constant-level, swept-frequency pump source and a constant-

frequency, variable-level signal source. The measured gain is 4.8 dB
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855 MHz, the measured bandwidth was 500 MHz at -1 dB centered at
750 MHz. The large signal bandwidth is attributable to both the low
loaded Q of the diode at the signal frequency and the broadband matching
at the USB. The maximum gain slope is 0.017 dB/MHz at an input level
of 10 mW.

Amplitude transfer characteristic

6.0 6.2 6.4 6.6

USB FREQUENCY IGHZI

Figure 11. Pump- Upper-Sideband Frequency Response

minimum and 5.35 dB maximum across the operating USB band of

5.925-6.425 GHz at a signal level of 10 mW.
The signal-USB frequency response at various signal levels is shown in

Figure 12 for a constant pump frequency of 5.4 GHz and a pump level of
500 COW. Although the design signal bandwidth was 100 MHz centered at

80 r:_1 I

The static amplitude transfer characteristic for a pump frequency of
5.425 GHz and a signal frequency of 855 MHz is shown in Figure 13. It
is typical of those measured in the operating band. The transfer character-
istics indicate the amplifying properties of the upper sideband up-converter.
Linearity at a particular signal level can be improved by raising the pump
power.

AM/PM conversion

AM/PM conversion measurements are plotted in Figure 14 vs pump
power at five pump frequencies for a signal level of +10 dBm . The mea-
surements are made by using a small signal technique described by
Laico [9]; i.e., two signals , separated by df and having a power ratio of
20 dB , are fed into the signal port of the up-converter. The resulting
output spectrum contains the large signal (carrier) and two or more
sidebands also separated by 4f. The amplitude ratio of each sideband to
the carrier contains AM/PM conversion as well as amplitude compression
information . It can be seen that the AM/PM conversion decreases with
increasing pump level.

Intermodulatlon distortion
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Figure 12. Signal-Upper-Sideband Frequency Response

The 3rd-order intermodulation (IM) product amplitude relative to the
carrier is plotted in Figure 15 vs signal level for a pump at 5.36 GHz and
470 mW. The carrier/intermodulation (C/I) level in normal operation at
a signal level of +10 dBm is -9 dB. Since present earth terminal design
employs one carrier per up-converter, IM distortion is of little concern.
For multicarrier operation, however, the signal-to-pump power ratio
must be set to achieve the desired IM distortion level.

Conclusions

The feasibility of realizing a varactor up-converter covering the pump
band from 5.07-5.57 GHz and the output band from 5.925-6.425 GHz
has been established. A broad instantaneous bandwidth at all three ports
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Figure 13. Transfer Characteristics

is achieved by operating the varactor at high drive levels for low loaded
Q in a low-inductance mount and matching the positive reactance slope

of the mounted diode with the negative slope of a contiguous band

diplexer.
Measured results confirm the validity of the design technique and also

describe the effect of operating levels on the transmission characteristics

of the up-converter.
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Appendix A. Design of capacitive -gap-coupled
transmission line filters with aperiodic
resonators

The proposed filter is a modification of the capacitive-gap-coupled trans-
mission line filter described in Section 8.05 of Reference Al. Specifically, the
basic half-wave resonator is modified, as shown in Figure A-1, to shift the
filter's second passband upward in frequency so that it occurs above the second
harmonic of signals in the primary passband.

a

a. Pictorial for Coaxial Line

Zo

a

Z„

9 I

Zo

b. Pictorial for Stripline or Microstrip

Figure A-1 . Aperiodic Resonator
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The resonator is symmetrical about its midpoint. Hence, half of the resonator,
with a short circuit at its midpoint, is used for analysis at the fundamental

resonance. The input suseeptance is given by

1 -Z„ + Z,, tan (a/2) tan 0

B Z,. Z,, tan (a/2) -f- Z,, tan 0

and the fundamental resonance occurs when

Z„
= tan tan 0

Zr, a
2 (A2)

where 0 is less than r/2 and 20 + a is less than a. The second resonance, ob-

tained by assuming that half of the resonator is open circuited, occurs when

4 ° tan M 0

Z„ tan M (a/2)
(A 3)

In equation (A3), the design parameter, M, from which 0, a/2, and Z°/Z„ are
derived, must be greater than or equal to 2. A relationship between a and 0 can
be found for a particular M by combining equations (A2) and (A3). The resulting
transcendental equation is readily solved on a programmable desk calculator

using iteration techniques.

Another resonator parameter important to filter design is the slope parameter.
The resonator susceptance slope parameter* is obtained by taking twice the
derivative of the input suseeptance of the shorted half-resonator given in equa-

tion (Al):

w„r dB]
b 2L2dwJ

1 (a/2) R + 0 [RI sin' (a/2) + cos' (a/2)]
2

where R = Zu/'Z°.

Z° [R sin (a/2) cos 0 + sin 0 cos (a/2)1
(A4)

* The resonant frequency and slope parameter for this type of resonator are
dependent to a small degree on the load impedance. That dependence is neglected
here. Although this results in a less accurate approximation of the center fre-
quency and ripple characteristics, this loss of accuracy was not considered
critical to the application of interest here.
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The design equations from Figure 8.05-1 of Reference Al can now be re
written as follows:

3 .v..v+, (wb/P

Y. Ng,.g,.+,wi

where b = slope parameter from equation (A4)

Y° = characteristic admittance of the filter

w = fractional bandwidth.

Also,

B,.1 ^ ,

Y.

J, + , / Y°

1 - (Jl.f + ,/Y°)a

(A5)

(A6)

(A7)

(A8)

Each 0, and 0; : , adjacent to the coupling B;,, ,/1`° must be shortened by

VBr = -2 tan (A9)

The following is a design example for the pump frequency bandpass filter.
The design is based on a singly terminated Chebychev prototype filter having
the following characteristics:

N = 5

Z° = 34.5Q

t = 5.33 GHz

bandwidth = 0.700 GHz

Lne = 0.5 dB

M 2.6

It has been determined from equations (A2) and (A3) that 0 = 65°, a = 20°,
M = 2.608, and Z„/Z„ = 0.378 are the required resonator parameters, yielding
a center section impedance, Z„ - 91.2352. The computed impedance of the filter
terminated with a 34.552 load is shown in Figure A-2. The second passband be-
gins at 12.8 GHz, which is 12.8/4.8 = 2.66 times the frequency of the beginning
of the fundamental passband.

J.. wb/Y°

} N g ,w;

Jr.< +e b

Y„ Y,
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Appendix B. Diplexer junction design

Figure B-I is a sketch of the diplexer junction with the signal return section
removed. The electrical equivalent circuit is shown in Figure B-2.
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Figure B-2. Equivalent Circuit

The parasitic terms L,, and C, arise from the rod coupling to the junction disk
and the disk capacitance, respectively. The negative capacitances C,n and C,,.
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are required to form the filter inverters. The junction is formed by choosing a

disk diameter to achieve an inductance Lr and a capacitance C.;:

C,, = CL

The junction can be described as a semilumped transmission line with charac-

teristic impedance Zo and phase length 0,

where

^L (B2)
4 ° Cr

and

0 = sin I two IIL,LCL] (B3)

The disk diameter is chosen to yield Z. equal to the diode-diplexer inverter
characteristic impedance. The length of the inverter transmission line, ¢, is
calculated by subtracting the value of 0 obtained in equation (B3) from 90'.

Index: synchronous satellites , earth orbits, ephemerides,
mathematical models, polynomials.

The use of Chebycher polynomials
for satellite ephemerides

A. J. CORIO

Abxtruct

Raymond L. Sicotte received a B.S.E.E. de-

gree from Northeastern University in 1962 and
an M.S. degree from the University of Con-

necticut in 1964. From 1962 to 1963 he was

employed by Sylvania Electronic Systems, and
in 1964 he became a member of M.I.T.'s

Lincoln Laboratory. He joined COMSAT Labo-

tortes in 1969. He is presently a Member of

the Technical Staff of the RF Transmission

Laboratory working on solid-state microwave
circuit development for advanced communica-

tions systems.

This article describes the use of Chebychev polynomials to represent satellite

ephemerides. This technique requires only half of the computer running time

needed to perform a 5-minute tabulation of six position and velocity coordinates.

A 1-day ephemeris is stored on disk as 150 numbers, which is one-tenth of its

former size. The maximum errors in interpolated position and velocity for syn-

chronous orbit are less than I m and 10-4 m/s, respectively. Both the required

equations and a sample application to an INTELSAT tv satellite are included.

Introduction

For routine maintenance of the global communications satellite system,

large quantities of technical information must be predicted by computer

programs which require a time history of a satellite's position. To obtain

the satellite's coordinates at any time, all significant forces acting on the

satellite are used to perform a time-consuming numerical integration of

its orbit from some earlier epoch. Because many different computer runs

often require the same satellite position history, repeated integration of

the same orbit is required. Therefore, satellite ephemerides are created

by numerically integrating each satellite's orbit once, and then storing the
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An earlier version of the satellite ephemeris files contained the six
inertial Cartesian components of position and velocity tabulated at
5-minute intervals. They spanned a period of 20 days and occupied 50
tracks of disk storage per satellite. The search for a new, more compact
ephemeris technique was motivated by this large storage requirement.

Several techniques using longer tabulation intervals were developed and
evaluated. Any candidate technique was required to produce exact values
of position and velocity at equally spaced tabulation points. If desired,
these exact position and velocity components at some known time (a
particular tabulation point) could be used to initiate numerical integration

of the orbit with no initial error.
A development in Chebychev polynomials has proven to be most ef-

fective. This technique uses 25 equally spaced data points to obtain coef-
ficients for a 24th-order Chebychev polynomial expansion. Each of the
six position and velocity components is expanded separately. In addition
to producing exact values at tabulation points, this method achieves
greater accuracy at intermediate points. It also reduces computer running
time and required computer disk storage.

The remaining sections of this article describe the highlights of this
ephemeris technique. The next section contains a brief description of the
mathematics involved. The following section discusses the use of the re-
quired computer programs. Operational advantages and performance
characteristics are discussed in the conclusion.

Equations

Chebychev polynomials have certain properties which make them
especially useful for polynomial representation of tabular data. These
properties are discussed in Reference 1. Only the pertinent relationships

will be included here.
The first two Chebychev polynomials are defined as follows:

To(x) = 1

T,(x) = x

Higher ordered polynomials are obtained from the 3-term recurrence

relationship

Ti(x) = 2xTi_,(x) - T1_2(x) . (3)
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A function of x, f(x), with values of xi, i = 1, n, can be expressed as a
linear combination of Chebychev polynomials . The values of x must be
scaled so that they are between - I and -♦-1, however. Then,

p(x) _ bjT,(x) , m < n - 1
j=o (4)

where the b's are the constant coefficients of the Chebychev polynomials.
The values of these coefficients can be computed by minimizing the sum

of the squares of the errors (least squares). The least squares criterion
produces the normal equations

L bj E Tk(x,) T,(x;) = f(xi) Tk(xi)j-0 1_1

There are m + 1 of these equations over the index k.

(5)

The polynomial products in equation (5) are obtained from the follow-
ing relationship:

2Tj(X) Tk(x) = Tj+k(X) + TI-k(X) , f > k . (6)

The matrix form of equation (5) is solved by using Cholesky's square
root method for symmetric factorization. This technique, described in
Reference 2, basically consists of matrix manipulation to restructure the
coefficient matrix to upper triangular form. The solution minimizes the
sum of the squares of the differences between the known functional values
and the polynomial values at the tabular points. If the numbers of coef-
ficients and tabular points are equal, the polynomial produces the exact
functional values at these points. Because of the need to obtain exact
coordinate values at sample points, the exact fit is chosen.

For the particular case of an exact fit, there is no difference between an
ordinary polynomial and an expansion in Chebychev polynomials. This
can be verified by inspecting equations (1) through (4). The expansion,
p(x), is the sum of polynomials of increasing order. If the order of the
highest ordered Chebychev polynomial equals the order of the ordinary
polynomial, then the coefficients of the ordinary polynomial can be ob-
tained by combining the coefficients of equal powers of x in the Chebychev
polynomials of equation (4). Since only one ordinary polynomial can

(1)

(2)
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represent the sample points exactly, both must be algebraically equivalent.
The use of equally spaced sample points causes large variations in the

interpolation error; these errors are small near the center and large near
the end points of the interval. Better tabular data spacing would be
achieved by using the zeros of the m + Ist Chebychcv polynomial, as
discussed on p. 253 of Reference 1. This spacing would produce approxi-
mately equal interpolation errors in all portions of the interval. The zeros,
however, are not equally spaced, but are sparse near the interval center
and crowded at the ends. Their values are calculated from the are cosine

definition of the Chebychev polynomials:

T„ (x) = cos (k arc cos x) . (7)

For example, let the highest ordered Chebychev polynomial be T.,,. Then

the zeros of T,,,, are

x, = cos ^i-
1 r
2 25 ' I - 1, 25

(8)

6n plent entation

Coefficients of the Chebychev polynomials are computed from Car-
tesian position and velocity components obtained by numerically inte-
grating the orbit. This integration is performed in earth-centered inertial
Cartesian coordinates with the x-y plane in the earth's equator, the x axis
along the first line of Aries, and the z axis positive north. The resulting
components are quite accurate since the integration of the equations of

motion includes all significant forces.
Encke's method is used to formulate the equations of motion, which

are integrated by using a 4th-order Runge-Kutta algorithm. Universal
formulations are used to compute the coordinates of the conic reference
orbit to avoid the near singularities of geosynchronous orbits (inclination
and eccentricity near zero). Reference 3 describes the integration algorithm,
and Reference 4 describes Encke's method and universal orbit formula-

tions.
Initially, the 24th-order Chebychev polynomial expansions were ob-

tained from 25 sets of position and velocity components spaced at hourly
intervals. Therefore, the expansions represented a 24-hour time period
with exact values obtainable at hourly intervals. However, the accuracy
of the interpolated values varied widely, as discussed in the preceding
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section. This divergence was overcome by restricting the use of the poly-
nomial expansion to the central half of its total span. In actuality, the
time span was increased to 48 hours and the tabulation interval to two
hours, thereby retaining 25 data points. The polynomial expansions thus
obtained were valid only during the central 24-hour period, where the
maximum interpolation errors were uniformly small.

For this paper, interpolation error is defined as the difference between
the position or velocity components computed by the polynomial ex-
pansion and those obtained from numerical integration. The polynomial
expansion is an exact fit to a sufficient number of data points and repre-
sents those points precisely. There is no a priori reason why it should repre-
sent the intermediate values determined by numerical integration. The
exactness of the polynomial fit is attributable to the order of the poly-
nomial, which is considerably higher than necessary to represent the
significant variations in the position or velocity components. (Equivalently,
the sampling frequency is higher than the frequency of any significant
force term affecting the satellite.) Therefore, the sampled points provide
sufficient information to adequately represent the continuous behavior of
the position and velocity components. For synchronous orbits, the maxi-
mum difference between those positions determined by numerical inte-
gration and those obtained from the polynomial expansion is I m. For
velocity the value is 10-4 m's.

This technique, with minor changes, is also used for transfer orbits.
Because of the wide range of position and velocity magnitudes encountered
in the highly eccentric transfer orbit, the interpolation error varies con-
siderably; it is much worse near perigee. To accommodate this divergence
with the same basic programs and still preserve sufficient accuracy through-
out the orbit, the time intervals were changed. The length of time repre-
sented by a set of polynomial coefficients was reduced from one day to
two hours. The data point separation was accordingly reduced to 10
minutes. At apogee the resulting errors were considerably less than in
synchronous orbit, and at perigee they were somewhat larger than in
synchronous orbit, but still acceptable. Since a transfer orbit file is neces-
sary only during and shortly before a launch, the emphasis was placed on
optimizing synchronous orbit ephemerides.

Implementation of the Chebychev polynomial ephemeris files was
facilitated by using three existing subroutines in IBM's Scientific Sub-
routine Package (SSP): DAPCH, DAPFS, and DCNPS. DAPCH con-

structs the normal equations for Chebychev polynomial coefficients, and
DAPFS obtains the solution. DCNPS is a very efficient subroutine which



416 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, PALL 1973

uses a backward iteration scheme to evaluate the polynomial for a given
argument. Even though it is not necessary to use a least squares formula-

tion to obtain the coefficients of the Chebychev polynomials, the avail-
ability of existing programs warrants its use. The savings are realized in
the shortened ephemeris file reading time and decreased disk storage

space. The programs are described in Reference 5.
As an example, consider the inertial x coordinate of INTELSAT IV F-4

stationed over the Pacific Ocean at 174° east longitude in near-geosyn-

chronous orbit. Table 1 contains the coefficients of the Chebychev poly-

nomials used to obtain the inertial x coordinate from 0 hr GMT on March

TABLE 1. COEFFICIENTS OF CHERYCHEV POLYNOMIALS FOR

INERTIAL X COORDINATE (INTELSAT IV F-4,

1200 GMT, MARCH 16, 1973, TO 1200 GMT,
MARCH 18, 1973)

Order Coefficient (m)

0 -0.92597054 X 10'
1 0.34860881 X 107

2 -0.23955071 X 10 °
3 0.40126335 X 10 °
4 -0.25838487 X 10
5 -0.62540717 X 10'
6 0.23104196 X 10'
7 0.26709765 X 10
8 -0.61496570 X 10
9 -0.49690572 X 10'

l0 0.85342817 X 10 °

11 0.52661226 X 10°
12 -0.75815534 X 10
13 -0.35568938 X 10

14 0.17832437 X l0 ,

15 -0.27794478 X 10 °
16 -0.20320295 X 10 °

17 -0.16829076 X 10 °
18 -0.11241256 X 10 '
19 -0.10875161 X 10 1

20 --0.61717093 X 10 3

21 -0.40535123 X 10 1

22 -0.18527560 X 10 i

23 -0.84512777 X 101
24 -0.41552232 X 10 2
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17, 1973, to 0 hr GMT on March 18, 1973. The surrounding 12-hour
segments are plotted in Figure 1 since they contributed to the coefficients.
Figure 2 is a plot of the difference between the polynomial expansion's
x coordinate and the integrator's x coordinate. Note the convergence to an
absolute value of less than I In within the central 24-hour span.
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Figure 1. Inertial x Coordinate (INTELSAT IV F-4, 1200 GMT,
March 16, to 12(X) GMT, March 18, 1973)
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Con elusion

Use of the new ephemeris files and operating programs has resulted in
substantial savings in disk storage and running time; the size of a satellite's
20-day ephemeris file has been reduced from 50 tracks to 5 tracks. Several
similar runs for both ephemeris file systems indicate that running times
for the file writing and reading programs have been reduced by one-third

and one-half, respectively.
In contrast to many almanac ephemerides, these tabulated coefficients

do not require supplementary interpolation factors; they contain all of
the information needed for interpolation. The interpolation is carried out
with a maximum error which does not exceed l to in position or 10 ' in 's

in velocity for synchronous orbits.
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Application of hybrid modulation to
FDMA telephony via satellite

G. R. WELTI

Abstract

This paper describes a promising new form of hybrid modulation which re-
quires less power and less bandwidth per channel than angle modulation systems.
Theoretical calculations show that the voice channel capacity of a satellite trans-

ponder can be approximately doubled by using 2-pulse amplitude-and-phase
modulation instead of the present FM/FDMA method.

Introduction

Hybrid modulation systems combine two forms of modulation to reduce
the power and bandwidth requirements for data or waveform transmission.
A number of studies describing various forms of hybrid modulation
[I]-[6] have been reported. These systems are based on the concept of
"twisted modulation" [7]-[9].

COMSAT'S investigations of hybrid modulation began in 1970 when it

was realized that this technique would be potentially beneficial to spectrum
conservation. Initial studies concentrated on I-pulse amplitude-and-phase
modulation (I P-APM) [10]. The results of these studies were applied to an

This paper is based upon work performed in COMSAT Laboratories under the

sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expressed are not necessarily those of INTELSAT.
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investigation of the potential benefits of I P-APM for future communica-
tions satellite systems. It was found that the inherent spectral savings of
IP-APM could not be fully realized in a satellite using state-of-the-art

antennas because there was insufficient isolation between beams to permit
frequency reuse. Moreover, a severe power demand was imposed on the
satellite as a result of the high transponder linearity required by 1 P-APM.

Recently, attention was focused on 2-pulse APM (2P-APM). This
version of hybrid modulation relaxes the isolation requirements intended
to prevent cochannel interference; it also requires less total RF power
per channel and less transponder linearity than IP-APM. A program for

implementing a 2P-APM modem is currently underway.
This paper describes a 2P-APM system designed specifically for efficient

FDM/FDMA telephone transmission. Basic performance calculations
show that 2P-APM requires less power and less bandwidth per channel
than angle modulation systems. Use of 2P-APM instead of the present
FM/FDMA method in a typical satellite transponder would roughly

double its voice channel capacity. For example, a spot-beam transponder
with a usable bandwidth of 35 MHz and a saturated e.i.r.p. of 29.6 dBW

could provide 1,680 voice channels using earth stations with C1 T = 40.7

dB/°K.
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possible amplitude-and-phase combinations to represent this coarse level,
is transmitted. The difference between the actual signal sample and the
coarse approximation is then represented by the closest of three possible
levels (the fine levels, sr). Finally, the remainder (.c2), or the difference
between the actual signal and the second approximation, is also measured.

A second IF pulse is formed by combining a cosine and a sine wave.
The amplitude of the cosine wave has one of three possible voltages repre-
senting the fine levels, and the sine wave is directly proportional to the
remainder. Thus, the amplitude and phase of the second pulse depend on
both the fine level and the measured remainder. More precisely, sc is the
integer in the set [-3, -2, ..., 31 which minimizes is* - so,I, sr is the
integer in the set 1-1, 0, 11 which minimizes ^s*

- se - sr/31, andsa = s* - se - VF/3. Hence, two IF pulses, f,(t) and fi(t), are generated
for each sample of the input signal:

fi(t) = x, cos wt -I- y, sin wt, 0 < 2Rt < I

f: (t) =xacos wt+y2 sin wt, 1 <2Rt<2

where x,, y,, xz, and Y2 are related to sc, sF, and s,i as illustrated in Figure 2.

Description of 2-pulse AVM

Assume that the modulator shown in Figure 1 has an input s, and that

this signal is Gaussian with a standard deviation o- . Let s* - s, o,.

QUANTIZER

PULSE

GEN

k-- IF OUTPUT

R

TIMING

GENERATOR

2R
90°

ID-MHz

OSCILLATOR

Figure 1. Modulator

The input is sequentially sampled at a rate of R samples per second.
The sampled input signal is approximated by the nearest of seven possible

voltage levels (the coarse levels, Sc). A first IF pulse, having one of
seven

Figure 2. Signal Mapping for FDMA

The signal mapping shown in Figure 2 resulted from repeated trial
calculations of S/N improvement and threshold location such as those
presented in the next two sections. This process was intended to minimize
the average required C/N for frequency-division multiplex telephony. The
scale used in Figure 2 is arbitrary; it defines a unit of distance as the dis-
tance between signal loci in the x,, y, plane.

The NRZ pulse trains are low-pass filtered in two separate baseband
filters. The filter outputs amplitude modulate two quadrature 70-MHz
carriers, which are added to produce an IF output. A numerical example
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illustrating this process is as follows . Suppose that s = 1.4 a,. Then,

s* = 1.4

Sc = I
SF = I

sl1=0.067

From Figure 2,
A, 0.5
y, = 0.46

A, = 0.71

Y2 = 0.385

Hence, the IF pulse waveforms are

f,(Q = 0.5 cos wt + 0.46 sin wt,

f,O = 0.71 cos at + 0 .385 sin at,

0 < t < 1/2R

1/2R < t < 1/R

The coherent demodulator is shown in simplified form in Figure 3. The

incoming 70 -
MHz IF signal, which passes through an automatic voltage

control amplifier , is demodulated and low -pass filtered with matched
and th

filters. The filter outputs are sampled at rate 2R
, the detected levels

are converted to signals sc, SF, and s, . Samples of baseband signal s = Sc
s

+sF/3+sn, are reconstituted by adigital -to-analog converteh A c yn inuous
filte r . Amplitude, pase,

output arepr oduced by a final low-pass
. (Accu ate performance

of the are recove red by

of these loopsps is s important , and imposes a difficult design challenge.)

Figure 3. Demodulator
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SignaI-to-noise. ratio improi-efgent

A method for calculating the signal -to-noise (S/N) ratio improvement
for I P -APM has been described previously [1]. This method can be gen-
eralized for n-pulse APM by assuming that the signal mapping function
is the mapping of a line into a 2n-dimensional signal space. Let V
= {XI, yI, To, y.,, ..., x, ,, y„ { be a vector in the signal space, and let x;, y'
represent the in-phase and quadrature components of the ith pulse, re-
spectively . The average total energy received for a given baseband sample
s is therefore equal to the average of V-V (x.I + y), while the
average noise energy is 2no, ,. Hence, the average carrier- to-noise (C/N)
ratio is

C L. (x +Y,
r-1

N 2no;; (1)

Above threshold, the baseband SIN ratio is o2/on, where op is the
variance of s, the distance along the mapping contour . Therefore, the
S/N improvement factor is

2no';

x2;+Yi)
(2)

For the mapping functions described in Figure 2, n = 2 and a, = 5.76.
To compute the carrier power , it is convenient to approximate the actual
probabilities of x, and Y2 with a uniform probability density along the
contour in the x2, Y2 plane. In the x,, yI plane exact probabilities asso-
ciated with the Gaussian baseband signal must be used. Therefore,

x 2[(p I + p.2) (0.5) ` + p j

Yi = (p + 2p2)(0.40)2 + 2p1 \/3 - 0.40)

.c (0.71)2] = i

1
y2 = 3 (0.96)2

(3a)

+ 2p 2 + 0.40
x

) (3b)

(3c)

(3d)
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where p; = crf(i + 0.5) - erf(i - 0.5). The resulting S/N improvement
above threshold is equal to a power ratio of 122.7, which corresponds to

20.9 dB.

Threshold location

When the CN ratio is below threshold, the effects of decision errors
in the receiver become significant. For the mapping in Figure 2, decision
errors can occur when the absolute value noise voltage exceeds 0.5 on
the first pulse or 0.355 on the second pulse. The resulting bascband noise
power can be calculated by multiplying the various transition probabilities
by the corresponding error power. In practical cases each transition prob-
ability is almost exactly equal to the product of the probability of sending
a particular symbol times the appropriate error function. The fact that
transitions are not independent can be ignored. Moreover, the transitions
between non-neighboring symbols can be neglected. Therefore, the
threshold noise power for the mapping is almost exactly

C.
N•r=2erfc [C(1-F2=+3")+P1(1+1+22)

a,

+ P2(l + 1 + 23) + p:,(1 + 3 2 + 61)]

( l+ erfe /O.Q55\ l3 (3) + 3 r (31 + (
1)]

3+ 3 3

(0.5JJ) + 0.1481 erfe Lr\0.3/55\
14.34 erfe 1 / f= ` J (5)

The noise power thus obtained is normalized with respect to the base-
band signal power. To determine the location of the threshold, it is neces-

sary to combine N3! with the noise power, N,, contributed by noise com-

ponents aligned with the signal locus. The normalized value of NS is

Ns ^o*Y 5.76'2

The combined overall baseband noise power ratio (NPR),*

NPR = I + (Nc/Ns)

6)

(7)

* The ratio of the mean absolute power level of the equivalent uniform spec-
trum baseband signal to the haseband noise power level.

122.7 (C/N)
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is plotted in Figure 4 as a function of the C , N given by equation (1).
Threshold occurs at CN = 13.5 dB and NPR = 33.4 dB . Also shown in
the figure is the rate distortion bound for a bandwidth expansion factor
of 4. At threshold , the C N ratio is about 6 d B from this bound.

5 10 15 20

CARRIER-TO-NOISE RATIO, C/N ICBI

25

Figure 4. 2P-APM Signal-to-Noise Improvement

)Landa,idlh regniremen1

The power spectrum, T(f), of the bascband input to the modulator
may be considered to be uniform between f, and f2, where 0 < f; < f,,
The spectrum associated with periodic samples of the bascband depends
on the sampling waveform. In the limit, as the duration of the sampling
pulses approaches zero, this spectrum becomes

(8)

where R is the sampling rate. To prevent spectral overlap, R must exceed
2f .

In the demodulator , the spectrum characterized by equ

.
ation (8)

er
must

be low-pass filtered to eliminate the terms for which i 0 This filting,
which is performed by the final output filter , must not distort the spectrum
between f, and f„ but must stop the band above R - f . The rolloff
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region of the output filter thus extends from f to f, + (R - 2f,). In

practice, the width of the rolloff region , R - 2f,, is about 20 percent of the

top baseband frequency,,/". Therefore,

R = 2.2f•.

The RF spectrum is governed by the value of R and the choice of pulse-

shaping filter in the modulator . In an FDMA application , this filter must
be designed to permit close spacing of adjacent carriers entering the satel-
lite. The use of Nyquist filters with small rolloff factors is appropriate for

this purpose . Use of a Nyquist filter for transmitting 2R pulses per second
confines the RF spectrum to the range f, f (1 + p) R, where f, is the ith

carrier frequency , and p is the rolloff factor . Adjacent carrier interference
is eliminated by using matched Nyquist filters at the demodulator input

provided that ft, - fl > 2( 1 + p) R. Therefore , the minimum oc-

cupied bandwidth for 2P -APM is about 4.4(1 + p) f2. To conserve the

RF spectrum , it is desirable to choose a baseband signal structure that

minimizes f. , and to select the smallest practical rolloff factor, p. For

example, two voice telephony supergroups (a total of 120 voice channels)

can be confined to a 492- kHz baseband spectrum and transmitted with a

15-percent -rolloff filter in an occupied bandwidth of 2.5 MHz. This corre-
sponds to a spectrum capacity of 48 channels per megahertz.

Ideal comparisons with other sgstems

Figure 5 compares the ideal performance of various modulation systems,
including 1- and 2-pulse APM. Bandwidth and power requirements are
shown relative to the requirements for single-sideband modulation. Also

shown are contours of constant RF C, ,,'N ratio, and Shannon's rate-

distortion bound for a Gaussian baseband NPR of 32 dB, which is ap-

propriate for large FDM telephone multiplex assemblies. All realizable

systems lie above this bound.

The following assumptions are used in Figure 5. For FM, APM, and

AM, a 10-dB peak factor is assumed, and NPR = 32 dB. The FM curve

includes a 4-dB pre-emphasis gain and shows the Carson's Rule band-
width. The APM and PSK bandwidths are the noise bandwidths obtained
by sampling at the Nyquist rate. The IP-APM performance is based upon
the signal mapping described in Reference 10, while the PSK performances
are based on 8-bit coding and a bit-error rate of 10-1. The peak power
values for PSK give the approximate envelope power at the output of a
Nyquist filter which can be exceeded with a probability of 10-5.
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(9)

Practical I'DMA link performance

10

1 -1

001 0.1 1

RELATIVE POWER

AVE0-1>PEAK)

1
10

Figure 5. Modulation Systems Comparisons

Figure 5 does not include practical system degradations, which vary
among modulation systems. Nevertheless, it may be used as an approxi-
mate guide for comparing well-engineered FDMA systems. It should be
noted that 2P-APM uses less power and less bandwidth than any of the
angle modulation systems.

The required overall NPR for a 120-channel telephone multiplex as-
sembly is 32.9 dB [11]. Figure 4 shows that this requires an equivalent
C/N ratio of 13.5 dB. This C N must be achieved in the presence of earth
station equipment noise, interference from terrestrial systems in the same
band, rain attenuation effects, intermodulation distortion in the satellite
transponder, interference from adjacent carriers, cochannel interference
caused by frequency reuse in the satellite, and nonidcal modem imple-
mentation.

A noise budget for these impairments is given in Table 1. Effects of
transponder nonlincarities are included in item 4. Items 3, 4. and 5 add
up to 3,400 pW, which corresponds to a total C' .N ratio of (C,iN).1 = 18.2
dB. The difference between this value and the 13.5-dB C, N requirement
represents a margin of 4.7 dB for items I, 2, and 6-9.

As shown previously, the required total C/N ratio (C. N), including
margins, is 18.2 dB. This ratio, which combines up-link, down-link, and
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TABLE I. FDMA NOISE BUDGET FOR 2P-APM

Item Noise Source

pW Relative to

I-mW Test Tone C/N (dB)

1 Earth Station Equipment 1,500 217

2 Terrestrial Interference 1,000 23.5

3 Up-Link Noise 140 32.0

4 Intermod ulation Noise 1,560 21.6

5 Down-Link Noise 1,700 21.2

6 Coc hannel Interference 900 24.0

7 Adjacent Channel Interference 200 30.5

8 Modem Implementation 2,000 20.5

coo1 23.5
9 Rain ,

Combined Value 10,000 13.5

satellite intermodulation noise, can be provided by a typical satellite
FDMA spot-beam transponder using the transmission parameters listed
in Table 2. These transmission parameters were calculated by using the
computational methods developed by Fuenzalida, Shimbo, and Cook
[12]. The total transponder capacity for this example is 1,680 channels, or
about twice the capacity achieved with multicarrier FM/FDMA in a

transponder with the same parameters.

TABLE 2. FDMA TRANSMISSION PARAMETERS FOR 2P-APM

Earth Station e.i.r.p. per 120-Channel Carrier

Up-Link Frequency
Satellite G/T
Saturation Flux Density

Satellite Input Rackoff
Satellite Output Rackoff
Satellite Saturated e.i.r.p.
Transponder Usable Bandwidth
Number of 120-Channel Carriers

Down-Link Frequency
Earth Station G/T

Conclusion

78 dBW
6 GHz

-11.6 dB/°K
60 dBW/m=
13.5 dB
6.8 dB

29.6 dBW
35 MHz
14
4 GHz

40.7 dB/°K

HYBRID MODULATION TO FDMA TELEPHONY

and testing this technique is underway. Additional studies of hybrid
modulation systems for other forms of transmission will be undertaken.
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This paper has described a form of hybrid modulation which appears
to be suitable for FDMiFDMA transmission. A program for developing
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A mierostrip balanced transistor amplifier
with collector-base feedback for 0.6-1.1 GHz

C. B. COTNER

Introduction

A preliminary study of the modulation methods and their parametric
requirements for the COMSAT Laboratories unattended earth terminal led
to the decision to use an intermediate frequency centered on 0.855 GHz,
with a bandwidth of 500 MHz. In addition, the objective of unattended
operation necessitated reliability and configuration requirements which
would permit continuity of service without an elaborate system of mon-
itoring, spares, and switching. This note describes a transistor amplifier
designed to accommodate these requirements.

Design objective

In the normal mode of operation, when an interruption occurs in a
receive or transmit chain, it is necessary to switch to standby equipment.
An alternative, which avoids information disruption and sensitive mon-
itoring and switching, is parallel redundancy. For this mode of operation,
the probability of complete interruption may be made low enough so that
emergency repair is unnecessary. Parallel redundancy is achieved with a
balanced configuration in which two identical stages are cross-connected
at both input and output by quadrature hybrids (see Figure 1).

It may be shown [I] that a transistor amplifier with three balanced stages
using parallel redundancy has a mean time to failure which is up to three
times that of an amplifier with three single stages using switched redun-
dancy. This figure does not take into account the failure probabilities
involved in the necessary sensing and switching equipment associated
with switched redundancy.

Although reliability is the primary concern here, use of the amplifier
with parallel redundancy results in additional benefits, such as broadband

C. B. Cotner is a member of the Technical Staff, RF Transmission Laboratory,
Technology Division, COMSAT.
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input and output return losses better than 20 dB and superior dynamic
range and intermodulation performance. With such excellent return losses,
cascading of stages is facilitated. Further, these modular balanced stages
may be used as building blocks to "tailor" the amplifier gain for a par-

ticular application.

Amplifier design and construction

DESIGN

The design effort concentrated upon equalizing the gain in each tran-
sistor circuit of the balanced pair and obtaining broadband performance
in the hybrids at input and output. The transistor (Hewlett Packard
35821E) was selected on the basis of its proven performance and char-
acteristics, and its availability in a stripline package. Of the several tech-
niques investigated for broadband gain equalization [2][5], the most
promising was collector-base feedback, which also proved to be simple to
implement. Hence, the required gain equalization was obtained without
using multiple pole matching networks or accurately tuned circuits.

Computer programs were used to select feedback network element values
compatible with the transistor parameters. The resulting balanced, com-
mon (grounded) emitter amplifier is shown in Figure 1.

Quadrature Hybrids. A critical component in the amplifier design was
the single, quarter-wavelength, interdigitated hybrid, which has been
described by Lange [6]. A sample hybrid using an improved cross-bonding
technique was constructed for the frequency range of interest; its per-
formance is shown in Figures 2 and 3. Based upon these results, this
hybrid was simply resealed slightly in frequency for the amplifier design.

CONSTRUCTION

Thin film techniques are used throughout the amplifier with a ceramic

substrate (99.5-percent-pure aluminum oxide) 0.050 inch thick. With this
substrate thickness, 5012 transmission lines require conductors approxi-
mately 0.050 inch wide, which are physically compatible with many chip
components. Tolerance problems in etching the hybrid are also less severe

than for thinner substrates.
The transistors are mounted in holes through the alumina substrate,

minimizing the lead length between the emitter and ground plane. Lead
connection is accomplished by gap welding. Chip components are bonded
in place using a conductive epoxy. The necessary cross-bondings in the
hybrid are protected by small drops of nonconductive epoxy.
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I BASE E COLLECTOR

Figure 1. Balanced Amplifier Schematic Diagram

Figure 2. Interdigitated Hybrid Power Split

Bias lines are meander patterns whose overall length is Aj 4 at the center
frequency of 0.855 GHz. The required hybrid terminations are uncom-
pensated 5152 chip resistors with return losses of 28.5 dB or more in this
frequency range.
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Figure 3. Return Loss and Isolation for Interdigitated Hybrid

Itesults

Figure 4 shows measured and calculated amplifier gain versus fre-

quency performance for a single amplifier stage and a single-ended "half
stage," respectively. Return losses obtained in the balanced stage are shown
in Figure 5. The difference between measured and calculated gain is

10

z
a
6

06 0]

10 1.1

FREQUENCY (GHz)

0.8 09

FREQUENCY )GHz)

Figure 4. Gain vs Frequency

10

attributed to hybrid insertion loss, mismatch loss to the fourth port of
the hybrid, and other circuit losses. As expected, no stability or gain ripple
problems are experienced in cascading three of these stages. Figure 6
shows the measured l- and 2-carrier transfer characteristic of three cas-
caded stages. Figure 7 shows a particular physical configuration used in
the unattended earth terminal down-converter.
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Figure 6. Transfer Characteristics of 3-Stage Balanced MIC Transistor
Amplifier (carrier A = 855 MHz, carrier B = 845 MHz)

Aeknowledgrnents

Figure 5. Return Loss vs Frequency
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Figure 7. Mixer and 3-Stage Preamplifier
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qllroduetion

Under INTELSAT support, COMSAT Laboratories has pioneered the de-
velopment of nickel/hydrogen batteries for possible replacement of
nickel/cadmium batteries as the energy storage system in communications
satellites. Potential advantages of the nickel/hydrogen battery in terms of
energy density, cycle life, and trouble-free operation have been discussed
in a previous paper [1].

In normal operation hydrogen gas is generated on charge and consumed
on discharge. The overall electrochemical cell reaction is

discharge

NiOOH + ? H2? ^- -t NI(OH)2
charge

For optimum energy density, the operating pressure is from 3 to 33 atm.
This note describes a new approach in which hydrogen is stored as a
rare earth metal hydride, thereby reducing the operating pressure to a few
atmospheres.

Concept

J. H. N. van Vucht et al. have reported on the reversible absorption of
hydrogen by the intermetallic compound LaNih [2]. Their isotherms
(Figure I) show that, at 21°C, LaNi,, absorbs hydrogen at a relatively
low pressure to form the hydride LaNi.,Hg whose hydrogen density is
nearly twice as high as that of liquid hydrogen.

These properties make LaNis extremely interesting for use in the Ni/[12

This note is based upon work performed in COMSAT Laboratories under the
sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expressed are not necessarily those of INTELSAT.

M. W. Earl is a Senior Technician , Energy Storage Department, Physics
Laboratory, Applied Science Division , COMSAT.

J. D. Dunlop is Manager, Energy Storage Department , Physics Laboratory,
Applied Science Division, COMSAT.
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Figure 1. Pressure-Composition Isotherms of Hydrogen Gas

in Equilibrium with Ahsorbed Hydrogen in LaNis [2]

cell.* In the new approach described here, hydrogen is stored as a hydride
during charging and desorbed during discharge:

discharge

LaNi3H6 <-` LaNi5 + 3H2 T
charge

Hence, the cell operating pressure is reduced to approximately 1 arm [3].
Commercial LaNi5 was activated by high pressure absorption-vacuum

desorption cycles at high temperature according to the procedure de-
scribed by J. J. Reilly and It. H. Wiswall [4]. The hydride formed was
LaNi5H,,s. Although the hydrogen content of this hydride was lower

CTR NOTES: CHEMICAL STORAGE OF HYDROGEN 439

than had been previously reported, it was deemed sufficient for initial
investigations.

Experimental work

To demonstrate the feasibility of this concept, an experimental nickel/
hydrogen cell with hydride storage (Figure 2) has been built. The electrode
stack has a sintered nickel hydroxide positive electrode, a polypropylene
separator, and a platinum catalyzed hydrogen negative electrode. This
stack is assembled in a heavy walled pressure vessel with a stainless steel
reactor which contains 5.29 g of LaNi5. Hydrogen absorption by this
amount of LaNi5 to form LaNi55H,.g corresponds to 1.55 Ahr of capacity.
The electrochemical cell capacity is 1.6 Ahr.

NICKEL/HYDROGEN CELL
be-ml FREE VOLUME

*Chemical storage of hydrogen is not restricted to the nickel/hydrogen
couple, but is equally applicable to other metal/hydrogen couples (e.g., silver/ Figure 2. Experimental Nickel/Hydrogen Cell with Hydride
hydrogen) and in general to many nonelectrochemical hydrogen gas systems. Reactor Attached
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Over 1,000 charge-discharge cycles have been completed on this cell at
room temperature. Throughout the test, the pressure range during cycling
was consistently 2.56 arm per cycle, indicating that the LaNi0 had not
been contaminated by 02, H20, or KOH. This is important since it has
been reported that 0, and H2O vapor may inhibit hydrogen absorption
by LaNi6 [5]. The Ni/H2 cell environment contains less than I percent
oxygen, which is apparently less than the contamination level for this
particular application.

After 1,000 one-hour cycles the cell was completely discharged and the
voltage and pressure vs time were recorded. The hydride was then isolated
from the cell by closing the valve to the reactor containing the LaNi4.
Finally, the cell was recharged and discharged, and the pressure without
the hydride was recorded (Figure 3). A comparison of the cell operating
pressures with and without the hydride demonstrates that the cell operat-
ing pressure is significantly reduced by using the hydride. The pressure at
the beginning of discharge is reduced by a factor of three. The amount of
pressure reduction is a function of the electrochemical capacity, cell free
volume, and quantity of LaNi;,, as well as the degree of hydride activation.

20

E 15

DISCHARGE RATE 1 Apr

1.3

1.2
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According to Figure 1 the hydrogen pressure should assume a value of
about 3 arm instead of the observed range of 2.5 to 6 atm. However, the
absorption of hydrogen in LaNi5 is an exothermic process (7.2 kcal/mol
Hs), whereas desorption is an endothermic process. This nonisothermal
behavior partially explains the gradual change in pressure during a cycle
and the higher pressure observed at the end of charge, i.e., at the beginning
of discharge.

This experiment clearly demonstrates the hydride's usefulness in reduc-
ing the operating pressure of nickel/hydrogen cells. As a result, prismatic
cell configurations with their associated ease of construction, volume re-
duction, better electrolyte management, and structural integrity become
feasible and preferable to cylindrical structures. An experimental pris-
matic cell is being designed to incorporate these advantages as a further
step in the exploitation of this concept.

Conclusion

Test results demonstrate the feasibility of using LaNi5 hydride to reduce
the operating pressure of a nickel/hydrogen cell without altering its high
cycle-life expectancy. The advantages of this concept are as follows:

a. elimination of concerns associated with operation at high hydro-
gen pressures;

b. cell volume reduction of almost 50 percent; and
c. simplification of cell pressure vessel design through prismatic-

type cell construction, thereby eliminating electrolyte loss problems,
improving the electrode stack design to better withstand shock and
vibration, and simplifying battery packaging.
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Frequency reuse in collocated earth
and terrestrial stations

H. DODEL AND B. PONTANO

Iniroduetlon

A recent study [I] postulated the feasibility of frequency reuse at an
earth station in the fixed-satellite service and a collocated terminal of an
associated radio-relay interconnect link. This concept hinges on the de-
gree of coupling that must be expected between the terminals of a large
earth station antenna and the relatively large aperture of a collocated
radio-relay antenna when these facilities are located back to back, each in
the other's near field.*

To obtain experimental corroboration of the predicted feasibility, a test
was undertaken at the Cayey, Puerto Rico, earth station. This note will
present a brief summary of the measurement procedures and the results,
verifying the practicability of such collocation at common frequencies.

Coupling measurements

FIELD MAPPING

To obtain a general picture of the radiation in the rear sector of the
Cayey earth station antenna , the level of a transmitted signal received by a
small aperture standard -gain horn was mapped over a wide range of
relative geometries . For each location , the plane of polarization and
pointing direction of the standard -gain horn were adjusted for maximum
coupling (maximum received signal ). Typical measurement results shown
in Figure 1 agree with those obtained from similar tests performed at the
Etam earth station several years ago [2], as well as with recent theoretical
calculations . With the exception of a slight increase in coupling near the

*The term "near field" is applied to all geometrical configurations for which
a large radiating aperture cannot be considered to constitute a point source.
Neither the Fraunhofcr nor Fresnel approximations may be applied to these
configurations.

H. Dodel is a member of the Technical Staff, Spectrum Utilization Department,
Systems Engineering Division, COMSAT.

B. A. Pontano was Manager, Laboratory Simulation, Systems Division,
COMSAT Laboratories.
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Figure 1. Coupling Between the Terminals of the Earth Station Antenna
and the Terminals of the Standard -Gain Horn as a Function of Distance

rear focal axis of the earth station antenna, there appeared to be little
variation in maximum coupling over a range of about 150°.

COLLOCATED RADIO-RELAY ANTENNA

A 3-meter-diameter horn reflector antenna whose main beam was
directed at various angles away from the earth station antenna was used
to replace the standard-gain horn at several of the previously mapped
locations. Figure 2 compares the coupling measurements for this antenna
with those obtained by using the standard-gain horn at the same locations.
For the 3-meter horn antenna, the maximum coupling measurement
showed less variation at different locations and little sensitivity, over a
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Figure 2. Comparison of the Coupling from the Earth Station Antenna
(distance from the earth station = 100p)

large angular range, to variations of the pointing azimuth at each location.
When the plane of polarization was rotated, the coupling variation was of
the same order of magnitude as that of the standard-gain horn (about
f3 dB) and different geometries showed different preferred polarization
planes.

There is evidence that much of the coupling was caused by wide-angle
ground scatter from the region in front of the 3-Ineter antenna and be-
neath its main beam. In moderate rain, coupling tended to decrease some-
what relative to that observed in the absence of rain. Over longer time pe-
riods with the same geometry, coupling varied over an appreciable range,
but peaked consistently near the values of Figure 2.

Link interference tests

To assess the effects of coupling in an actual operational configuration,
a radio-relay link was set up. This test configuration, shown in Figure 3,
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used a frequency plan which was believed to result in minimum implemen-
tation constraints on the terrestrial link. The collocated 3-meter horn
antenna was deliberately placed where relatively strong coupling had

previously been measured.
Noise power ratio (NPR) measurements were made for a wide variety

of space and terrestrial link carrier sizes and transmission parameters.
Standard INTELSAC Iv performance parameters were used in the space
link. As expected, the strongest interference occurred from emissions of
the collocated horn antenna into the satellite signal received at the earth
station (in the 4-GHz band). Measurements of wanted-to-unwanted car-
rier ratios, NPR, and coupling for a range of capacities and transmission
parameters were consistent and in good agreement with expected values.
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Coupling measurements made during these tests showed variation over a
15-dB range. This variation apparently resulted from changes in such
environmental factors as wind, rain, fog, humidity, and preferred plane

of polarization.
The effects of interference on the terrestrial link at 6 GHz were investi-

gated with a 972-channel carrier on the space link and an 1,800-channel
carrier on the terrestrial link. With an e.i.r.p. of only 26 dBW trans-
mitted by the remote terminal (received at the collocated terminal at a
level of -68 dBW), the wanted-to-unwanted carrier ratio was 30 dB.
The voice channel interference noise power was 1,000 pWp, which agrees
closely with predictions and corroborates the contention that 6-GHz
interference can be kept to negligible values by using suitably modified
transmission parameters. Table I summarizes the results.

Video signals were transmitted using INTELSAT IV transmission param-
eters on both links. For a variety of live and test signals, the test team

detected no impairment on either link.

Comilnsions

The test results confirmed the feasibility of frequency reuse at an earth

station and its associated radio-relay interconnect link. Further, the tests
provided data on coupling between two large aperture antennas, each in

the other's near field.

Itelerenees

[1] J. B. Potts, "Feasibility of Collocating a Radio-Relay Station with a Sharing

Earth Station." COMSAT Technical Review, Vol. 2, No. 1, Spring 1972.

[2] International Radio Consultative Committee (C.C.I.R.), "Earth-Station
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Vitreous oxide antireflection films in
high-efficiency solar cells

A. G. REVESZ

Significant improvement in the short-wavelength response and fill
factor of silicon solar cells has been recently achieved by combining a
major change in the contact grid geometry with a very shallow junction
and a new antireflection film. Under simulated sun illumination, the con-
version efficiency of this new (so-called "violet") cell is 13 to 14 per-
cent [1]. In this note, the fundamental considerations underlying the new
antireflection film are described and some experimental data are given.
Details will be published later.

All attempts to use the antireflection coatings employed in conventional
solar cells, i.e., SiO, and TiO2, with the violet cell have failed because
light absorption in these films is high in the very region of the spectrum
where the violet cell exhibits improved sensitivity. The use of such coat-
ings resulted in an unacceptably low cell conversion efficiency. Therefore,
to implement the basic concept of the violet cell, it became necessary to
replace the conventional antireflection coating.

In addition to the obvious requirements, i.e., a refractive index of 2.0 to
2.5 and complete transparency at wavelengths longer than -300 nm,
the film should be prepared in the noncrystalline state, but with a reason-
ably high degree of short-range order. Noncrystallinity is important since
grain boundaries in a polycrystalline film cause light scattering and hence
decrease the transparency. Because impurities can easily migrate along
grain boundaries, these boundaries are also responsible for unwanted
interactions with the junction region; hence, the stability of the anti-
reflection film may be impaired. It is well-known that dielectric films used
in capacitors [2] and semiconductor devices (especially SiO2 film in MOS-
type devices [3]) must be noncrystalline to achieve the best possible proper-
ties. On the other hand, it is desirable for the noncrystalline structure to
have a reasonable degree of short-range order; otherwise light absorption
is increased (because of unsaturated bonds), while stability and reproduci-
bility are decreased.

These two classes of noncrystalline solids, i.e., solids with and without
short-range order, have been designated vitreous and amorphous, re-

Akos G. Revesz is Manager. Electrophysical Devices Department, Applied
Science Division, COMSAT.
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spectively. Striking representatives of the former are Si02 glass and,
especially, noncrystalline Si02 films grown by thermal or anodic oxida-
tion of silicon [4]. Vacuum-deposited SiO,. (silicon monoxide) is an example
of the amorphous class. Silicon dioxide films prepared by vacuum deposi-
tion or sputtering are intermediate; that is, they are between SiO,. and
thermally or anodically grown 5i02 films. This points out the importance
of the preparation method in obtaining well-defined noncrystalline oxide
films; a well-controlled growth process, such as that which occurs in
anodic or thermal oxidation of the corresponding metal and in some
chemical deposition processes, usually results in a higher degree of short-
range order than vacuum deposition or sputtering.

Since the refractive index of SiO2 is too low for antireflection films,
other dielectrics which can be prepared in the vitreous state have been
sought. Consideration has been restricted to oxides, since they generally
have the greatest tendency to form noncrystalline structures (because of
the "bridging" role played by oxygen) and also since they are the most
stable inorganic compounds. Because of their band gap and refractive
index values, as well as their use in capacitors [2] and MIS devices [5],
Ta205, Nb205, Hf02, and ZrO2 have been selected as candidates. The
potential use of Hf02 and ZrO2 has not been explored to as great an ex-
tent as that of Ta205 and Nb205. From the viewpoint of final performance
as antireflection films, there is practically no difference between Ta205
and Nb205. However, there are some significant differences in the process
parameters, and the choice between them is dictated by the particular

technology employed.
Various methods (details of which will be published later) can be used for

preparing oxide films of suitable quality. Under proper conditions, these

methods result in films that are very uniform and exhibit bright interference
colors. As an example, electron diffraction and electron microscope in-
vestigations of Ta2O5 films reveal that they are noncrystalline and that
they lack any discernible morphological features. However, if some in-
advertent contamination has occurred during their preparation, oxide
films usually exhibit some structure under the optical microscope, indi-
cating the beginning of crystallization. In addition, in this case the fill
factor of the solar cell generally deteriorates. This observation confirms
the importance of noncrystallinity.

The refractive index of the oxide films was determined by ellipsometry
at a wavelength of 546.1 nm. It was generally observed that the values for
each oxide depend on the preparation conditions, ranging for instance
from 2.202 to 2.259 for Ta205. Typical values for Nb2O5 and Hf02 are

2.4 and 2.3, respectively. Both Ta205 and Nb2O5 films are completely
transparent above a wavelength of 300 nm. Similar to that of crystalline
Ta205 [6], the infrared spectrum of Ta2O5 films did not exhibit any absorp-
tion below awavelength of 1 I µm, indicating that no suboxideswere present.
(Ta suboxides absorb in the 8.5- to I1-pm range [7].) The density of the
Ta2O5 films was 8.3 gcm-3; this value is close to the bulk density of
crystalline Ta2O5, namely, 8.77 gem 3.

These observations indicate that properly prepared Ta205 and Nb205
films are structurally well-defined; that is, the short-range order in these
films and the properties determined by it are similar to those of the crys-
talline structure. Hence, these films can be considered to be vitreous
solids. In contrast, sputtered Ta oxide film can be classified as amorphous,
since it exhibits marked absorption in the visible spectrum. This observa-
tion confirms the importance of short-range order in noncrystalline oxide
films and the preference for growth methods rather than vacuum deposi-
tion or sputtering.

There are several means of producing the Ta205 or Nb2O5 antireflec-
tion film in a pattern which will not interfere with the current collector
grid. The various technological steps employed for this purpose must be
compatible with other processes (e.g., contact fabrication) and should
not degrade the junction properties. Thus, in contrast with the coating
process of conventional solar cells, the application of the vitreous oxide
antireflection films is an integral part of the violet cell technology, and
the film itself is an integral part of the cell structure. In this respect, the
role of this film in the solar cell is somewhat similar to that of vitreous
SiO2 films in MOS devices.

Typical characteristics of 4-cm2 violet cells made with the new anti-
reflection film (determined under simulated AMO sun illumination) are as
follows. The open-circuit voltage is -600 mV, the short-circuit current is
-160 mA, the fill factor is 79 percent, and the conversion efficiency (with
respect to total area) is -13.5 percent. More details are given in [1].
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Etalement du spectre de puissance de signaux MDP
produit par des T.O.P. non lin6aires sans memoire

G. ROBINSON, O. SHIMBO, ET R. FANG

Sommaire

La presente contribution expose unc methode combinant ('analyse et la

simulation pour obtenir le spectre de puissance de signaux MDP multiphases

a la sortie do T.O.P. en presence de non-linearites d'amplitude et de phase.
Sur la base de cette analyse, les spectres de signaux MDP a 4-, 8- et 16-etats
ont etc calcules pour diverses rapidites de modulation et diffcrentes valeurs
de recul de puissance a ('entree du satellite. Le brouillage cause Bans le canal
de transmission adjacent par I'etalement du spectre a egalement etc evalue.

Les spectres calcules ont etc compares avec les spectres mesures de sic
naux MDP a 4-etats pour one rapidite de modulation ct diffcrentes valeurs

du recul d'entree. Dans chaque cas, on trouve one bonne concordance entre
les spectres calcules et Ics spectres mesures. On constate que 1'etalement du
spectre de puissance est essentiellement du a In non-linearize d'amplitude,

plutot qu'a la non-linearite de phase de l'amplificateur a T.O.P. On
demontre en mitre que, a one rapidite de modulation donnee, I'ctalement du
spectre de puissance de signaux a 8- et a I6-etats ne diffcre pas de maniere
significative de celui d'un signal MDP a 4-etats.

Application de 1'AMIIT is In serie des satellites
INTELSAT IV

W. G. SCHMIDT

Sommaire

Une serie exhaustive de programmes experimentaux portant sur le sys-

teme d'acces multiple par repartition dans Ic temps (AMRT) a permis de

demontrer la faisabilite technique de ce mode de transmission, de meme que

les avantages qui peuvent en decouler. La presente communication decrit

les elements d'un systeme prototype AMRT concu aux fins d'utilisation avec

les satellites INTELSAT Iv et aux fins d'une cventuelle introduction darts les

reseaux operationnels.

On analyse la jonction terrestre avec le terminal AMRT, ainsi que l'equipe-
ment d'emission et de reception, notamment le modem MDP quadriphase
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