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Development of a 60-channel
FDM-TDM transmultipiexer

E. 8. YaMm aAND M. D. REDMAN

(Manuscript received August 20, 1982}

Abstract

A 60-channel supergroup FDM-TDM transmultiplexer developed for satellite
TDMA application is described. The mathematical principles of digital single-
sideband (ssB) modulation-demodulation are reviewed and fast computation
algorithms for digital signal processing in the two directions are formulated.
The approach uses an all-real, one-stage, bandpass filtering scheme and fast
discrete cosine transforms for achieving computational efficiency. The algo-
rithms were applied in the hardware implementation of a prototype supergroup
transmultiplexer. The design employs a flexible proM-based microcodable
concept and features hardware simplicity. The design problem for the FIR
prototype low-pass filter is outlined, and the system design considerations for
satellite TDMA applications are discussed. The supergroup transmultipiexer
hardware has been developed and tested, and its performance meets the
desired ccITT standards.

Introduction

A transmultiplexer converts multiple telephone channels from the
frequency-division multiplex (FDM) format to the time-division multi-
plex (TDM) format, and vice versa. The need for bilateral FDM-TDM
conversion has arisen because of the emergence and growth of dig-
ital communications systems. Conventional long-hau! telephone
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transmission has been accomplished by using analog frequency-division
multiplex and single-sideband, suppressed-carrier modulation tech-
niques (FDM/SSB-SC). In digital systems, multiple telephone channels
are represented in the time-division multiplex/pulse-code modulation
(TDM/PCM) format. Because a major portion of long-haul circuits will
continue to use analog facilities in the foreseeable future, the inter-
connection of the coexisting analog and digital systems requires that
an efficient means for FbM-TDM conversion be available.

A transmultiplexer performs the required FDM-TDM conversion
directly, eliminating the need for a back-to-back connection of con-
ventional FDM and TDM channel banks. Using advanced digital signal
processing techniques, a transmultiplexer can accomplish the bilateral
FDM-TDM conversion with high efficiency and without the need for
reduction to individual analog voice channels. Obvious advantages of
a transmultiplexer are small size and low cost.

In a projected application of transmultiplexers in the planned
INTELSAT TDMA/DSI system, the terrestrial interface to the earth stations
is in analog FDM form, whereas the satellite transmission is in digital
TDMA form. On the transmit side, transmultiplexers at the earth station
will convert standard Fpm assemblies, e.g., the 60-channel supergroups,
into appropriate TDM/PCM bit streams. The bit streams will then be
supplied to the digital speech interpolation (DsI) units for compression,
and, subsequently, transmitted via satellite. The transmultiplexers on
the receive side will perform the opposite function.

In another possible application in the INTELSAT system, optical cable
restoration would be performed with transmultiplexers used in a
reversed mode. It is then assumed that the terrestrial interface to the
earth stations via optical cables would be in digital ToM/PCM form,
e.g., 24-channel, 1.544-Mbit/s T1 carriers, and the satellite transmission
would be analog FDMA.

Transmultiplexers can also find applications in terrestrial telecom-
munications systems, e.g., as interfaces between analog facilities and
digital switches, and between analog and digital transmission networks.

This paper describes a 60-channel transmultiplexer developed at
Comsat Laboratories. The objectives were low cost, small size, and
suitability for satellite ToMA applications. The transmultiplexer pro-
vides conversion between an FDM 60-channel basic supergroup (312-
552 kHz) and two 30-channel CEPT 2.048-Mbit/s TDM/PCM data streams.
The underlying mathematical principles for the digital FpDM TDM proc-
essing will first be discussed, followed by the derivation of several
fast computational algorithms and a comparison of their respective
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computational complexities. Finally, the system and hardware design
considerations for the implementation of the 60-channel supergroup
transmultiplexer will be described.

Background

The bilateral FDM-TDM conversion process can be divided into two
parts. The first part corresponds to an FDM/SSB mod'ulation-dcmogiu-
lation process, in which an FDM signal is converted into a collection
of individual digital voice signals, each linearly encoded at an 8-}<Hz
sampling rate, and vice versa. The second part corresponds to a time-
division multiplex-demultiplex process, in which the coliection .of
individual digital voice channels are converted into a standaitd serial
pCcM/TDM format, compressed according to a given companding law,
and vice versa. Because the second part can be accomplished by
straightforward digital processing, the first part is thc? key process of
a transmultiplexer, and will be the main subject of this paper. ‘

Three conventional schemes in the analog domain for SSB modulation-
demodulation are the bandpass, Weaver, and Hartley schemes.

Figure 1 depicts the bandpass scheme for a single voice channel.
The 4-kHz voice signal is first translated to a desired high frequency,
f-. by the modulation of a sinusoidal carrier at f,.. Then, a 4-kHz
bandpass filter is used to extract the desired (upper or lower) mdebqnd.
For multiple channel implementation, a bank of similar Con_ﬁguratlons
corresponding to different modulation frequencies is used in parallel.
The desired FDM/SSB signal is obtained as the summation of the
resulting signals. The ssB demodulation follows the exact inverse
process. .

Figure 2 depicts the Weaver scheme [1] for a single voice Chanpel.
The voiceband signal first modulates two midband sinusoidal carriers
which are 90° apart in phase, e.g., 2-kHz cosine and sine waves. The
resulting two signals are then low-pass filtered to remove the energy
above 2 kHz, and treated with a second quadrature modulation
operation. The final $5B modulated signal 1s obtained by adding the
two signals, whereby the unwanted sideband cancels out.

Figure 3 depicts the Hartley scheme for a singleT voice channel,
which employs a balancing technique. The input signal is first fed
through an all-pass 90° phase difference network. The twp output
signals then modulate two carriers in quadrature at th_e desired high
frequency, f.. Finally, a subtraction (addition) will yield the upper
(lower) sideband, when the unwanted sideband cancels out. In Figure
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3, an example for an input signal cos (2nf.f) illustrates the phase change
and sideband cancelling relations.

In comparison, the bandpass scheme involves a simple per channel
configuration, but more demanding filtering requirements. The dual
paths for both the Weaver and the Hartley schemes result in more
complex configurations. The Hartley scheme needs no amplitude
filtering, but requires careful control of amplitudes and phases along
the two paths. The Weaver scheme represents a compromise of the
two other schemes.

For digital implementation, the analog signals will be replaced by
digital sample streams, and the analog filters by digital filters. However,
the relationship between an analog scheme and its digital counterpart
does not constitute an exact duality. Specifically,

$58-MODULATED
QUTPUT
f
2.9.,CoS@n(f. + f)t)

Ty

a. The time-sampling of a signal creates repeating spectral
images with respect to the sampling frequency, and hence is
equivalent to a “‘built-in”’ modulation process. By using the
interpolation and decimation techniques, the sinusoidal modulation
steps in the analog schemes can be eliminated.

b, A bank of digital bandpass filters can be very efficiently
realized as a bank of up-shifted digital low-pass filters.
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The concepts of digitally implementing an $sB modulation process
based on the Weaver and Hartley schemes were first introduced by
Darlington [2]. The concept based on the Weaver scheme was later
developed into a more concrete algorithmic form using the fast Fourier
transform {FFT) by Freeney et al. 3], [4]. A previous transmultiplexer
design at CoMsaT Laboratories essentially followed this approach [5].
Bellanger et al. developed an $sB modulation scheme using the
polyphase network and £FT [6]-[8]. Somewhat different approaches
were developed by Maruta et al. [9]-[11], and Takahata et af. [12],
[13]. These schemes employ complex (real and imaginary) configura-
tions involving IR filtering or two-stage FIR/IR filtering. The designs
have resulted in hardware implementations as 24-channel (NEC, KDD),
60-channel (TRT, NEC, KDD) and 120-channel (NEC) transmultiplexers.
More recently, Narasimha and Peterson pointed out that a digital
bandpass filter bank with real input and real output can be realized
using an all-real scheme [14]. The concept was later applied in a 24-
channel transmultiplexer implementation (Granger Associates) [13].
The subject of digital ssB modulation techniques has generated a high
level of interest in both the industrial and academic fields [16]-{20]. A
review of more recent work is given in Reference 21,
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The digital ssB modulation-demodulation scheme adopted for the
implementation of the supergroup transmultiplexer corresponds to an
all-real bandpass approach, using a one-step FIR (transversal) filter and
the discrete cosine transform. Compared with the other approaches,
the principal attractiveness of this approach is hardware simplicity,
achieved in the following:

a. Ituses anall-real, instead of a duplicating real-and-imaginary,
operation.

h. It uses a one-step, instead of a two-step, filtering operation.

¢. The FIR, instead of the ur, filter requires a shorter internal
word length, which allows less hardware, and the flexibility of
using commercially available Ls1 components, such as the TRw
16-bit fast multipliers, as the principal computation elements.

Fregquency domain interpretation of digital
SSEB demodulation

For the purpose of illustration, assume that the number of channels
in the FDM/SSB signal is N = 4, and that the sampling frequency is f,
= N - f. = N 8 kHz. Figure 4a shows the pictorial representation
of the spectrum of such a time-sampled FDM signal X{r). Assume that
the channels in the frequency range of 0 — f£,/2 correspond to inverted
sidebands, and those in £,/2 - f, correspond to erect sidebands. Figure
4d shows the spectra of the desired output demodulated signals sampled
at 8 kHz. The objective of ssB demodulation is to start with Figure 4a
and arrive at Figure 4d.

Figure 4b shows a bank of N digital bandpass filters, each operating
at the FDM signal sampling frequency f.. Each bandpass filter is 4 kHz
wide and centered at f, = (Zn + 1)2 kHz). Passing the sampled FDM
signal, X(r), through each filter generates N output sampled signals
{Yolr), Yi(#), ..., Yy_i(r)}. The spectra of the resulting signals are
shown in Figure 4b.

Iet an N:1 sampling rate reduction be performed on each signal;
this operation is termed ‘“‘decimation’ [22]. In the time domain,
the N:1 decimation operation corresponds to retaining only every
N-th sample of the signal and discarding all samples in between.
Denote the resulting signals as {Yo(Nr),- Y(Nr), . . .. ¥y (N1} The
sampling rate of each of the decimated signals is now f; = f/N = 8
kHz. Figure 4c shows the resulting spectra.

Note that in Figure 4c¢ the spectrum for Y.Nr), n = odd,
corresponds to that of a desired demultiplexed signal, but for
n = even, the sidebands are inverted. The desired signals
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can be obtained by frequency translating the even channels

by fi2 = 4 kHz. The spectra of the resulting signals
{YH(Nr), YE(Nr), . .., Y¥_|(Nr)} are shown in Figure 4d.
2 Time-domain interpretation of digital SSB
= - 22 demodulation
5 3 2 ) 3s5s
‘a < o K E 50X Figure 5 depicts the digital ssB demodulation process in the time
- - S0 & domain. The required channel filters can be acquired by frequency-
4 i A A z8w § translating the transfer function of a prototype low-pass filter of 2-kHz
Q“: bandwidth. Let H(f) be the transfer function of the prototype low-
@ pass filter; then the transfer function of the desired n-th channel
B bandpass filter H,(f) is
= ~ f
5 £ H(f) = H|f— Qn + 1)23
2l - . - - 4N
g - i R - Figure 6 shows the relationship between the low-pass and bandpass
= w
3 & filters.
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Assume the unit impulse response of the prototype low-pass filter
is of fimte duration M + 1,

thim)l, m =0,1,. ... M

Then the corresponding unit impulse response of the a-th bandpass
filter for real input and real output signals is

3 . w(2n + 1) -m m=0,,...M
h,(m) = him) - cos [_ZN ], n=0.. .. NI
Let
X(r) = wideband FDM signal at sampling rate f,
Y, (r) = wideband signal for channel » after extraction by n-th
bandpass filter, at sampling rate f,
Y.(Nr) = narrowband signal for channel n obtained by N:1
decimation of Y,(r), at sampling rate f; = f/N = 8
kHz.
Then,
M +
Yir) =D X(r - m)-h(m) - cos ™2n + Lm
m=0 2N
n=0..,N-1 (N
M
YANP) = S X(Nr — m) - hom) - cos | Zent Dm
=0 IN
n=0,...,N-1 . 2)
Equation (2) is a time-domain representation of the $$B demodulation
process. Subsequently, Y,{Nr), n = even, must be translated by

4 kHz by complementing every other sample.

If equation (2) is implemented directly, the coefficients h(m)
= h(m) - cos [w(2n + 1)m/2N] can be precomputed, and the compu-
tation requirement per “‘frame’ {Yo(N#), . . ., Yv_1(Nr)}is

number of multiplications: (M + 1) N
number of additions: M ‘N

memory (RAM): (M + 1)
memory (PROM): (M + DN

Fast algorithm for FDM-TDM direction

The demultiplexed signals represented in equation (2) can be

60-CHANNEL FDM-TDM TRANSMULTIPLEXER 13

formulated as the outputs of an N-th order discrete inverse cosine
transform (pcT) of the form

N 2n + 1
Y,= 3> Umcos[u},n—o,...,f\’ml 3)
m=0 2N

where the transform inputs, U,,, are some weighting function of the
input Fpm signal X(r). As a result, the fast bcr algorithm can be
exploited to achieve tremendous savings in computation. The step-by-
step derivation of a fast computational algorithm following this ap-
proach is presented in Appendix A.

The fast algorithm for $sB demodulation (FDM-TDM direction) is
depicted in Figure 7 and is summarized as foliows;

FDM.TDM fast algorithm

Given:

a. FIR filter with length M + 1, where M = 2KN, K is an even
integer and N is the number of channels within (0 — £/2), and
coefficients {h(m)}, m = 0, . .., M, which are symmetric with
respect to m = M/2.

b. X(r) = time-sampled FDM signal.

1. Compute:

X

U(Nr,0) = X(Nr — 2ZNp) - (~ 1y - h(2ZNp)
0

b=

K—1

U{Nr, q) = E_ [XINr — 2Np — @) + X(Nr — 2NK + 2Np + q)]
p=0
(=1 - h(2Np + q), gef{l,...,N -1}

2. Take the inverse discrete cosine transform:

w(2n + l)g

N =0,.. ,N-1

N1
Y. Nr) = > U(Nr,q)-cos
g=1
3. Complement alternate samples for the even channels, i.e.,
Y¥Nry = (— 1))=Y .(Nr). Now, Y¥(Nr) is the desired output
sampie for the n-th demultiplexed channel.
4, Shift down the data stream, X{r), by a block of N samples
and repeat (1)-(3).
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Frequency domain interpretation of digital
SSB modulation

The ssB modulation process is depicted in Figure 8 for the case of
four channels (N = 4). Figure 8a shows pictorial representations of
the spectra of the input digital voice channels, each at the sampling
rate f, = 8 kHz. Figure 8¢ shows the spectrum of the output FDM
signal at a sampling frequency of f, = N x 8 kHz.

In Figure 8a, for the same sidebands to be extracted by the subsequent
bandpass filtering, either the odd or even channels (depending on the
sideband desired) have to be frequency-shifted by 4 kHz. Figure 8b
shows where the even channels (0 and 2) are shifted.

Performing a 1:N interpolation by inserting N — 1 zeroes between
pairs of adjacent samples [22]-[24] generates N interpolated signals,
each at the sampling rate f, = N x 8 kHz. Figure 8c shows the
resulting spectra.

The N interpolated signals are then filtered by a bank of N digital
bandpass filters, each operating at frequency f;. Figure 8d shows the
filter characteristic and the signal spectra after filtering. Finally, a
summation of the N filtered signals yields the desired FDM SSB signal
(Figure 8¢).

Time-domain interpretation of digital SSB modulation
Let

s*(p) = the pt sample of the n" voice channels at the sampling
rate of f/ = 8kHz, ne{0,....N — 1}

X(r)=r* sample of the output FDM signal at the sampling
rate of f, = N x 8 kHz.

The process of forming the FDM signal, X{r), from the collection of N
individual voice signals {s}(p), n = 0, ..., n — 1} is conceptually
depicted in Figure 9.

The signals for the even channels are first frequency shifted by 4
kHz, yielding

s(p) = s¥p) - (D, =0, N1

A 1:N interpolation is performed on each of the N signals by inserting
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(N — I) zeros between samples. et
r=pN + g, gef{0,1,...,N -1} . (4)
The interpolated data streams can be expressed as

) sdp) forr = pN
Zidr) = {0 forr + pN
nef0,1,.. . N -1}

{5)

The interpolated signals are then filtered by the appropriate bandpass
channel filters, each operating at f,. This yields

M -
X,r) = X Z,r = m)- him)- cos (M)
m=e IN ©)
rnefd,1,.. . . N—-1}

The desired FDM signal, X(r), is finally obtained as the sum of the N
filtered signals.

N-1 M .
X() = X X Z{r — m) hm) - cos (M)
n=0 m=0 IN

re{pN.pN+1,.. ,pN+ N -1}

7

Equation (7} represents the essence of the digital processing in the
TDM-FDM direction of the transmultiplexer. Given one ‘“‘frame”™ of N
sample for the N voice channels, a block of N consecutive samples of
the FDM signal are generated.

If equation (7) is implemented, the filter coefficients and the cosine
terms can be premultiplied, and the computation requirement per
“frame”” (by properly skipping the zero terms) is

number of multiplications: N-(M + 1)
number of additions: M- N+ (N -1
memory (RaM) [for Z,(r — m)]: (M/IN +1)-N
memory (PROM) [for i, (m)]: (M + 1) N

Fast algorithms for TDM-FDM direction

The computation of X(r) in equation (7) can be reformulated as a
weighted sum of the outputs of an N order discrete cosine transform
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(pcT) of the input voice samples. This will allow use of the fast pcr
algorithms. A further 2:1 reduction in computation can be achieved
by using an iterative scheme. To study the different computation
alternatives, step-by-step derivation of three fast algorithms starting
with the basic formulation (and without relying on the ‘‘transpose’’
relation with the opposite direction) is presented in Appendix B.

The final fast algorithm (Algorithm C) obtained is depicted in Figure
10 and is summarized as follows:

TDM-FDM fast algorithm (Algorithm C)

a. Given the input individual voice channel samples s}(p) where

# = channelindex =0, .. ., N — 1
p = frame index
N = number of channels
and FIR filter coefficients {h{m)}, m = 0, . ... M, where M =

2KN and K is an even integer. Complement alternate samples for
the even channels

5.(p) = () - (= 1o
b. Take the DCT of each incoming s,(p) frame

N= .
Sp(g) = Elsn(p)'cos (%M) g=0,1,.. . N—-1

n=4¢
and store the DCT outputs §.

¢. For each pcT output frame S,(g), ¢ ¢ {0, ..., N — 1}
compute

Ulg. ©) = hg + 26N~ DY -S(@),  €efo,. . K- 1}
gef{0,....N—1}

d. Compute partial sums

Y,(0,20) = U0, ) + ¥, ,(0,2¢ + 1), tefo,. . K- 1}
Y,(0,2K — | — 2€) = ¥,_,(0,2K — 26), telo,. . K1}
Y,(0,2K) = U,(0,0), €=

Y(q,26) = Uj(q, ) + Y, (g, 2€ + 1), fef0,. . K- 1}
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Y(@g.2K-1-26=U,(N —gq,{)

z 5 +Y,_(q.2K-20, Cefl,..  K—-1}
= £, Y(q, 2K — 1) = U,(N - g, 0), t=0
éigg ge{l,.. ,N — 1}
- e. Store {Y,(g, 1), ¥, (g, 2), ..., V(g 2K — D}, qgef0, ...,
]T ; g N — 1}, and Y,(0, 2K)
- f. Output current FDM “‘frame”
e B2w2g S o
SEE e 85238 |25 XpN + ) = Y(q, 0, qef0,....N~-1}
53¢ ha PS> ¢ )
E’ g. For the next input “‘“frame,’” repeat steps a through f.
TT 17 g
- - & Supergroup transmultiplexer
s Ll <
= —?3 P The supergroup transmultiplexer being considered provides trans-
i e = s lation between a basic FpM supergroup and two 30-channel CEPT,
g ., 3 2.048-Mbit/s TDM/PCM data streams {25]. The basic FDM supergroup
E% = EEE 3 %0 signal (BSG) consists of 60 voice channels with upper sidebands in the
o £8° % = 312- to 552-kHz frequency band as shown in Figure 11. To apply the
7 = o above digital processing technique to supergroup multiplex-demulti-
z p plex, the FDM spectrum must first be reduced to a form similar to that
;5% z E shown in Figure 4a. This requires the judicious selection of the sampling
TS E- frequency for the supergroup signal and possibly some form of
Tr & 2 frequency translation. There are two feasible schemes: frequency
B~ translation and bandpass sampling.
5 =
@ e
g e
_T,[ = - 7 BSG _E
i M ........ A/El f
ﬂ' 0 312 552
= (kHz)
- <
£ @ gé Figure 11. Analog Basic Supergroup Spectrum
0 zz5
z =4 . .. . .
E gm z %g The frequency translation scheme is illustrated in Figure 12, where
g 23 8 55 the analog supergroup signal is first band limited (315-552 kHz).
2 z5g4ux Then an analog modulation of a 56(0-kHz carrier is performed, which
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results in a collection of 60 inverted channels at 8-248 kHz. Subsequent
analog low-pass filtering can be performed if needed. Then the signal
is sampled at a sampling rate of f, = 512 kHz. A total of 64 4-kHz
frequency slots now occupy the frequency band 0-£/2, with two
dummy slots on each side of the 60 voice channels. As N = 64 = 2%,
FFT algorithms for power-of-two orders, such as the Cooley-Tukey
algorithm [26], can be used to construct the 64th order DT algorithm.

The bandpass sampling scheme is illustrated in Figure 13, where the
analog supergroup signal is first band limited (312-552 kHz). Then the
signal is directly sampled at a rate f, = 576 kHz. A total of 72 inverted
4-kHz channels now occupy the frequency band 0 — f./2, with six
dummy channels residing on each side of the 60 voice channels. No
analog frequency translation is involved here, and since N = 72, which
is not a power of two, more advanced algorithms must be used for the
DCT computation.

The bandpass sampling scheme has been adopted for implementation
because the extra frequency modulation step can be eliminated, and
the presence of six dummy slots on each side provides a wider guard
band, therefore requiring less stringent supergroup bandpass filtering.

Figure 14 depicts the overall configuration of the supergroup trans-
multiplexer. In the TDM-FDM direction, the interface buffer at TpMm
interface performs the required interface and synchronization functions
as well as the serial-to-parallel conversion for the two 2.048-Mbit/s
PCM bit streams. The expander transforms the 8-bit A-law compressed
codes into the 13-bit linear codes, which are required by the subsequent
arithmetic operations. The combination of the 72-point forward pcr
and the FIR weighting network corresponds to the fast digital ssB
modulation algorithm which has been deveioped above. Algerithm C
using the iterative approach is employed for the weighting network.
Finally, the output digital FDM sample stream at a 576-kHz sampling
rate is converted into a standard analog supergroup signal (312-552
kHz) by the digital-to-analog (D/A) converter and the analog supergroup
filter, using the bandpass sampling scheme described above.

The processing in the FOM-TDM direction essentially represents an
inverse operation as compared to the TpM-FDM direction. The FDM
basic supergroup signal is first band limited (312-552 kHz) and then
directly sampled at 576 kHz. An A/D converter transforms the time
samples into digital form. The resulting digital supergroup data stream
is then treated by the fast digital ssB demodulation processor, which
consists of a combination of the FIR weighting network and the
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72-point inverse discrete cosine transform (DcT) discussed earlier.
The output of the processor is a frame of 60 samples for the 60-
voice channel, each linearly encoded with 13-bit and at 8-kHz rate.
The parallel voice samples are then compressed into 8-bit codes by
the A-law compressor, and converted by the interface buffer into two
2.048-Mbit/s 30-channel serial bit streams.

Diserete cosine transform

The forward and inverse bCT are defined as follows.

a. Forward DCT: given inputs f(0), . . ., f(71),
3 2% + 1
Fy = > fycos (TR D0Y g
far] 144
b. Inversed DCT: given inputs G(0), . . ., G(71),
& 2k + 1
glk) = ZG(!‘)COS (MTI) . k=0,...,71
r=10

Compared to the conventional fast Fourier transforms (FFTs), such
as the well-known Cooley-Tukey algorithms, the above defined pDCTs
are unique in several respects;

a. they are real-input/real-output transforms containing one
“*odd”’ index:

b. the required order of the DCTs, 72, corresponds to a relatively
large and yet nonpower-of-two number;

¢. the pair of “*forward” and “‘inverse” pCTs defined above are
not truly inverse of each other (that is, taking the inverse DCT on
the outputs of the forward DCT will not recover the inputs of the
forward DcT); and

d. the transforms previously defined do not exactly possess the
orthogonal property.

The forward pCT can be represented as a standard prT of the same
order plus an exponential post-multiplication operation and proper
index mappings [27]. Similarly, the inverse DCT can be represented as
a standard DFT plus an exponential premultiplication operation and
proper index mapping. Based on this, any fast algorithm for the
standard DFT can be utilized to reduce the computational complexity.
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However, the relatively large and nonpower-of-two order of the
transforms, 72, calls for more sophisticated DFT algorithms when
compared to the conventional butterfly-type algorithms. The required
72-point DFT can be constructed using multiples of 8-point and 9-point
DFT algorithms as building blocks, plus proper expenential (twiddle
factor) multiplication and index mapping. Further, the efficient
Winograd-type small-N algorithms [28],[29] can be applied for the
8-point and 9-point DFTs. These algorithms evolved through the use
of algebraic field theory (principally the Chinese Remainder Theorem)
for reducing the computational complexity {especially the number of
multiplications), and they normally do not possess the well-formed
structures inherent in the butterfly-type FrT algorithms. Figures 15 and
16 show block diagrams of the resulting forward and inverse DCT
algorithms. The forward DT fast algorithm following this scheme
requires 664 real multiplications and 911 real additions. The inverse
DCT requires 696 real multiplications and 862 real additions. For
comparison, the straightforward computation, according the basic DcT
or IpcT formula, would each require 5,184 real multiplications and
5,112 real additions. Description of the detailed fast pcT algorithm
development is complicated and beyond the scope of this paper.

Prototype FIR filter design

The performance of the transmultiplexer is crucially dependent on
that of the prototype FIR low-pass filter, because the bandpass filters
performing the channel-extraction function are simply the up-translated
versions of the prototype filter. For the same reason, the voice-channel
frequency response is symmetrical with respect to 2 kHz. The ccrtr
Recommendation G.792 [30] for the transmultiplexer has been used as
the performance criterion. The essential performance parameters
related to the channel filter include the following:

a. voice channel frequency response (specified mask, +0.6 dB
midband ripple},

b. intelligible crosstalk (65 dBj),

unintelligible crosstalk (—60 dBm0p),

d. idle-channel noise, with all channels loaded except the one
being measured (—62.5 dBmOp).

e. group delay distortion {specified mask, 0.5-ms midband
distortion), and

f. absolute delay (3 ms).

2
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The last two performance paramcters are intrinsically related to the
system design using an FIR filter, but are not dependent on the detailed
filter characteristics. The first four performance parameters are used
to define the design specification for the prototype low-pass filter, The
specification is very stringent by normal filter design standards;

. passband width equal to 0.00295 of the normalized frequency,
- transition width equal to 0.00096 of the normalized frequency,
in-band ripple within =0.3 dB,

. stopband rejection greater than 82 dB, and

roll-off effect conforming to the ccrrr mask (piecewise
linear).

I

This specification allows margins for the finite word-length effect and
system loopback effect, and requires a filter length of 3,169 taps
(K = 22).

The digital filter design has been accomplished using the constrained
ripple technique [31], in which the digital filter design problem is
transformed into a2 numerical polynomial interpolation problem. Briefly,
the frequency response of a real (even response) low-pass filter of odd
length can be expressed as a cosine polynomial of the order equal to
half the filter length. For a 3,169-tap filter, the frequency response is

1584

G(f)y = h(1584) + > 2h(1584 — k) cos (2mkf)
E=1

where A(k) is half of the symmetric FIR filter coefficient. Given
a frequency response specification, expressed as a mask of upper and
lower bounds in the G(f) versus f plane, the filter design problem is
equivalent to finding a set of coefficients, A(k), such that the cosine
polynomial G(f) is always within the given bounds along the entire
f-axis. By substituting x = cos (27f) and repeated use of the identity
cos [(m + 1B] = 2 cos (8) cos (mb) — cos [(;m — 1)8], the cosine
polynomial can be transformed into a regular power polynomial of the
same order as

1584

Z(x) = > by - x*
=

In the x-domain, any known numerical technique for solving the
power polynomial interpolation problem can now be applied. For

ey
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computation convenience, the power polynomial can be expressed in
the barycentric Lagrangian form [32]. as

1584 Ck Yk
(x) _ =0 (X - xk)
¥ =,

k=0 (x - .X;()
where {[x(0), y(0}], . . ., [x(1584), v(1584)]} are a set of known ““inter-
polation points,”” and

C, = 1
£ (e — XMy — x0 o ( = o) — Xeeq) oo O — Xisea)

are the Lagrangian interpolating coefficients. The polynomial inter-
polation problem can be solved with a digital computer by employing
an iterative optimization algorithm based on the local search and
divided-difference concepts.

The numerical computation for the optimization with the given order
and input specification has imposed extremely severe requirements in
terms of computer time, memory, numerical precision, and dynamic
range. The dynamic range has exceeded the normal capability of even
a large computer such as an IBM 3032. To surmount these problems,
special numerical schemes have been devised.

A 3,169-tap FIR filter has been designed which fulfills the specification.
With a 16-bit arithmetic word length, the filter performance fully meets
or surpasses the first four CCITT ¢riteria listed above (the ones directly
determined by the filter spectral characteristics). Moreover, a second
prototype filter which has midband ripple complementary with respect
to the first filter, has been designed to further improve the overall
ripple response, when the pair is used in the opposite directions.

The group delay distortion should theoretically be zero for a system
using an FIR filter with symmetric coefficients. This is true because
such a filter is a linear-phase filter and the group delay response (the
derivative of phase with respect to frequency) is absolutely constant
with frequency, independent of the detailed filter design. This perform-
ance will be particularly attractive for voiceband data transmission
through the transmuitiplexer.

The absolute delay is principally determined by the half-length of
the filter's impulse response; therefore, it is also intrinsic to the basic
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system design. With the given filter length and sampling rate, a total
loopback (two-way) delay of 6 ms has resulted. This exceeds the ccrrT
specified value of 3 ms, For geostationary orbit satellite applications
that have an inherent delay of 240 ms, this delay is insignificant. With
this understanding, the 6-ms delay was accepted to achieve a substan-
tially more attractive system design.

Comparison of computation requirements

Table 1 summarizes rough estimates (based on mathematical expres-
sions) of the computation requirements in the FDM-TDM direction in
terms of number of multiplications, number of additions, RAM memory
size and PROM memory size, for the fast algorithm and for direct
computation. It is assumed that N = 72 and K = 22 (filter length =
3,169). The comparison shows that up to 100:1 savings in computation
can be gained by the fast algorithm. A similar saving can be gained in
the ToM-FDM direction as summarized in Table 2.

Synchronization and interface

Because of the nature of digital signal processing, the frequency
accuracy of the FDM carrier being generated is dictated by the frequency
accuracy of the clock source (master oscillator) for the hardware
circuitry in the transmultiplexer. The frequency accuracy of a standard
FDM supergroup carrier is specified by ccitT Recommendation G.225

TABLE 1. COMPUTATION REQUIREMENT PER FRAME FOR FDM-TDM
DIRECTION (K = 22)

NUMBER

NUMBER OF OF MEMORY MEMORY
ALGORITHM MULTIPLICATIONS ADDITIONS (RAM) (PROM)

Fast Algorithm
FIR Weighting 1,585 3,075 3241 1,585
Inverse pCT 696 862 44 20
Total 2,281 3,937 3,385 1,605
Direct Computation 228,168 228,096 3,169 228,168

Percentage

(fast algorithm/ 1% 1.36% 107% 0.7%

direct computation)
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TABLE 2. COMPUTATION REQUIREMENT PER FRAME FOR TDM-FDM
DIRECTION (K = 22}

NUMBER
NUMBER OF OF MEMORY MEMORY
ALGORITHM MULTIPLICATIONS ADDITIONS (RAM) (PROM}
Fast Algorithm C
FIR Weighting 1,584 3,124 3,241 1,585
Forward pDCT 664 911 144 20
Total 2,248 4,035 3.385 1,608

Direct Computation
(properly skipping 228,168 228,240 3,240 228,168

zero terms)
Percentage

(fast algorithm/
direct computation)

1% 1.7% 104% 0.7%

to be =10-7 [33]. Therefore, if the transmultiplexer is internally
synchronized, a free-running master oscillator with accuracy of = 10~"
or better must be provided. If it 13 synchronized to the external world
by phase-lock technique, the external timing reference must meet the
same accuracy requirement. Note that the frequency accuracy of the
standard pcM bit streams is specified by ccrrr to only within =50
parts per million (ppm) [25], which does not meet the requirement on
the FpM side.

For satellite TDMA applications, it has been proposed that cesium
beam oscillators of 1 X 10-"" accuracy be used in the reference station.
In such a system, the major contribution to the frequency variation
is due to the Doppler effect arising from satellite drift in the geosta-
tionary orbit [34]. The drift in the form of a daily excursion causes a
variation in the transmission path length between an earth station and
the satellite. For the INTELSAT v satellite, the nominal stationkeeping
specification is =0.1° in latitude and longitude, but the stationkeeping
may be relaxed to +0.5° in latitude in a portion of the satellite lifetime.
For this worst case, the maximum peak-to-peak variation in station-
to-station transmission time has been determined to be 1.1 ms and the
maximum rate of change to be 40 ns/s.

The above phenomenon affects the transmultiplexer in two ways.
First, the worst-moment frequency accuracy of the TDMA clock in the
presence of Doppler etfect is on the order of 10-% Therefore, from
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the FDM side standpoint, it is possible to use the TpDMA clock as an
external synchronization signal for the transmultiplexer. Secondly, the
Doppler effect causes the TDMA transmit and receive clock rates at a
given carth station to be different. Frame slipping will occur if the
transmultiplexer is synchronized to only one of the two clocks. To be
completely immune to the Doppler effect, independent of the satellite
stationkeeping performance, the transmultiplexer should be so imple-
mented that its transmit and receive sides can operate according to
independent timing references. A less direct sclution would be to
provide a Doppler compensation buffer on one side of the digital
interface, with capacity being able to “‘absorb’™ the worst-case varia-
tion. For INTELSAT v, a buffer capacity equivalent to 2.2 ms would be
required, assuming the buffer has no knowledge of the satellite position
during its startup.

The supergroup transmultiplexer under consideration has been de-
signed with completely separate transmit and receive processing
sections, with identical but independent timing circuitries. On each
side, a 55.296-MHz master vCx0 is used and is phase locked to an
external 8-kHz frame reference via a phase-locked loop (PLL) circuit.
For direct interface with the pS1 unit, the digital interface conforms to
the standard CEPT data format but without the A-law even-bit inversion
and the HDB3 encoding. This allows direct interface using the external
timing references and eliminates frame-word detection.

Hardware design

The four fast digital signal processing algorithms within the super-
group transmultiplexer (the two FIR weighting networks, and the 72-
point forward and inverse fast DCTs) have a common characteristic in
that they require relatively flexible control for arithmetic operations.
For example, the 72-point forward DCT requires a controlled repetition
of 9-point and &-point DFTs, in addition to the exponential multiplica-
tions. Each 9-point Winograd DFT algorithm in turn requires 51 steps
of unique arithmetic operations and each 8-point DFT requires 42 steps.
A second requirement for the digital processing is the real-time speed
requirement that cach algorithm must be completed within 125 s
(8-kHz period).

To best accommodate the flexibility and real-time speed require-
ments, the design of the digital signal processing units has been based
on a microcodable, proM-based, computer-like architecture. Three
different high-speed hardware processors have been custom-designed,
one for the FDM-TDM weighting, one for the TDM-FDM weighting, and
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one for the DCT (both forward and inverse). Each processor is composed
of arithmetic units (e.g.. multipliers, adders, and accumulators), mem-
ory segments, input/output ports, and a network of data and address
buses. The architecture of cach processor has been designed to
intimately fit the basic computation requirements of the respective
algorithm. The hardware structures are then “*programmed’” to perform
the desired sequences of arithmetic operations, with the program steps
(firmware) being stored in PROMs. A microcode generation (compiling
and assembling) software package has been specially developed to
allow firmware coding using a high-level human-interpretable language
and to effectively implement pipelining operations to optimize the
computation throughput. The programmability feature of the design
permits not only rapid modification of program steps resulting in a
shortened system development time; it also allows the hardware to be
“reprogrammed’” in the future for other system applications, such as
for other basic FDM assemblies, without the need to redesign the major
digital signal processing hardware, provided the future requirement is
within the processor’s capability (e.g., speed and memory size).

Figure 17 illustrates the PROM-based control concept for the proces-
sors. A 55.296-MHz vcxo is first divided down to generate the 13.824-
MHz system master clock. The master clock then drives a divide-by-
1,728 master counter to partition each 125-ps (8 kHz) frame interval
into 1,728 program steps, which corresponds to the maximum program
length. The master counter is then used to sequentially address a set
of PROMs whose outputs are the micro-instruction for each clock
interval for the digital signal processors.

The prototype supergroup transmultiplexer uses a 13-bit D/A con-
verter and a 12-bit A/D converter. The internal arithmetic is fixed point
with a 16-bit word length. Multiplication is achieved using the TRw 16-
bit Ls1 fixed-point parallel multipliers (Mpy-16HI) and multiplier-
accumulator (MAC, TDC10105}.

The hardware design was implemented with TTL logic because that
was perceived to offer the best compromise of speed and LsI/MsI
component selection. Efforts to reduce the total power requirement
have resulted in the use of a mixture of LS, s, and FAST logic families;
that is, extensive use of LS components has been made in those areas
permitting the larger propagation delay associated with this logic
family. FAST components were employed wherever the speed required
mandated its use and finally, s components were used where, in
addition to a speed requirement, there was a significant output drive
requirement which the FAST component would not satisfy.
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Figure 17. PROM-Based Control Concept

Figure 18 illustrates, in block diagram form, the actual hardware
partitioning of the implemented prototype supergroup transmultiplexer.
Each block in the diagram corresponds to a single Augat 6 section
card of wire-wrapped electronics. The four major signal processor
cards are completely populated and the remaining six cards are
approximately one-third utilized. Figure 19 is a photograph of the
prototype supergroup transmultiplexer. To refabricate the unit using
printed circuit cards, the overall size can be reduced by a ratio of
almost 2:1, and therefore a 120-channel system can be housed in a
bucket of similar size.

Performance evaluation

The prototype supergroup transmultiplexer has been developed and
tested. The objective test results have verified that its performance
satisfies the relevant cCITT recommendations. Subjective evaluation
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Figure 18. Transmultiplexer Hardware Block Diagram

under the full 60-channel actual voice loading condition has shown
that the voice through the channels is of high subjective quality. The
power consumption for the present prototype unit is 200 W. For a
second-generation design, a reduction of the power consumption to
150 W appears achievable.

Signaling and pilois

Signaling or pilot processing has not been implemented in the
prototype transmultiplexer. For the planned INTELSAT TDMA/DIS ap-
plication, cCITT signaling system No. 5 will be used. The signaling
information, represented by tones within the audio band, will be
processed and transmitted in the same way as the speech signals. The
transmultiplexer thus becomes transparent to the signaling system and
no special processing for signaling is required. .

The processing of signaling and pilots corresponds to the mapping
of information between the respective representation formats in the
FDM and pcM domains. The major problem involves the detection and
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Figure 19.

Transmultiplexer

insertion of slowly varying tones at fixed frequency locations, Com-
monly used signaling frequencies include 2,600 Hz (in-band signaling)
and 3,825 Hz (out-of-band signaling). The common pilot frequencies
correspond to 3,920 Hz within a voice channel. The desired task can
be accomplished by digital signal processing technigues.

Conclusion

After a review of fundamentals, fast computational algorithms were
obtained and applied to the hardware implementation of a prototype
60-channel supergroup transmultiplexer. Custom-designed, high-speed
processors were developed for the major digital signal processing tasks
including the fast DCT and FIR weighting algorithms, The design adopted
a PROM-based microprogrammable concept, which offers flexibility in
arithmetic control and for possible future system modification. The
transmultiplexer was designed with independent timing controls for its
two directions, ensuring its normal operation in a satellite TDMA
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network. The design of a 3,169-tap FIR prototype filter to meet the
performance objectives was accomplished. The prototype supergroup
transmultiplexer hardware has been developed and tested. Objective
and subjective evaluations have verified that its performance meets
the desired ccIrT recommended standards and offers high voice quality
under the full-load condition.

The implemented transmultiplexer has also manifested its merit of
hardware simplicity. For example, compared with a previous trans-
multiplexer design at CoMSAT Laboratories, which used a complex
Weaver approach with 2-stage FIR-IIR filtering, an almost 2:1 reduction
in hardware complexity was obtained. The improvement resulted from
the elimination of hardware redundancy in the real-imaginary and
2-stage processing. More significantly, without the limit cycle effect
of the 1R filtering, a 16-bit internal arithmetic word length has
been verified to be sufficient to achieve the required signal-to-noise
performance.
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Appendix A. Derivation of fast algorithm for the
FDM.TDM direction

Assume the following:

a. The FIr filter is of length M + 1, where M = 2KN, K: integer.

b. The filter coefficients are symmetric with respect to the midpoint
{linear phase). Now, partitioning the summation in equation (1) into three
parts (writing m' = M — m in the last summation},
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MT -

B B ) i w2n + 1) -m
Y.(r) = ,,12, {X(r m)Y- h(m) - cos [——-—ZN :|}

M (M | m2a 1) - M2
+X(r— 2) h(z) coa[——m—zN ]

Mz

+ Z {X(r— M+ m'y-hiM—m"

n2n + 1) - (M — w')
OS|: N }} . (A-1)

Utilizing the filter coefficient symmetry and trigonometric transformations.
equation {A-1) can be rewritten as

M2—1
Yin= > {[X(r —m) + Xr — M+ m)-(— 1)¥]
m=0
| m2r+ 1) -m
him) - cos [12N :I}
" X(r - —“21) h("z—d) TR (A-2)

The above rearrangement corresponds to a ‘‘fold over’” of the filter
coefficients about the midpoint.

Proceed further by partitioning the filter half-length M/2 into K/2 blocks of
length 2N each. This operation places the restriction that K be even. Let m
= 2N p + g and using trigonometric transformations, equation (A-2) becomes

2N 1K

Vary= 2> X {[er — 2Np — @) + X(r — M — 2Np + )]

4=0 p—0

=(2n + l}g
N

+ X(r — M2)- R(M2) - (—1)%2 | (A-3)

-h(2Np + q) - (— 1) - cos [

Define

K2

vir,qt = >, {[X(r = 2Np — g} + X(r — M + 2Np + ¢)]

p-0

“hQ2Np + q) - (= Iy} . (A-4)
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With proper substituting, partitioning, and changing index,

7(2n + UQ]

Y(r) = zo Vir, ) - cos [ N

w(2n + D2N — ¢)
2N

(I L T ()

N
+ 2 V(r,2N ~ q*)-cos[
g =1

2 2

Further utilizing trigonometric transformations and rearranging,

Y0 = [wr, 0) - X(r - ",”) -h(”;’) (- 1)“] ()

N
+ 2 {[V(r, 9) = Vir.2N — q)

w(2n + 1g i
05 [‘—ﬁ__ﬁZN }} . (A-6)

Define

Ulr,0) = V(r, O +X(r—M) h(y) (=1

Ulr, gy = [Vir,q) — v(r, 2N = g)],  qefl,.. .M~ 1} . (A7)
Now equaticn (A-6) can be written into the standard inverse pcr form as

N1
Yir) = > Ulr,q) - cos [“(2%11‘1] . (A-8)

Next, consider the operation of N:1 sampling rate reduction, which means
that ¥,(r) must only be computed at every r which is a multiple of N:

N
YANT) = [;}4:0 UNT, ) - cos [W]

nef{d,. . ., N -1} (A-9)
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where
U(NT,0) = v(Nr,0) + X(Nr - %”) .h("‘;) (= 1R
= EGX(Nr — 2Np) — 1y h(2Np) (A-10)
and

U(Nr,q) = V(Nr, q) — V(Nr,2N - gq)

Ki2-1

Z {[X(Nr —2Np — q@) + X(Nr — M + 2Np + @} - 1

It

“h(2Np + g)}.

Ki2-1

—~ > {[X(Nr —2Np = 2N + g) + X(Nr — M + 2Np + 2N - g)]

=0

“(— 1) -h(2Np + 2N — q)} gel{l,.. .N-1} . (A-11)

By utilizing the coeflicient symmetry for the second summation, equation
(A-11} can be rewritten as

K-1

UNr,@) = >, [X(INr — 2Np — q) + X(Nr — 2NK + 2Np + q)]

=t

(— 1)y h2Np + q) . (A-12)

‘To this point it has been shown that the ssB demodulation process is
equivalent to first performing an “*FIR weighting’’ operation on a block of FpMm
signal samples X(r} equal to the FIR filter length [equations (A-10) and (A-12)],
and then performing an inverse discrete cosine transform (DCT) on the weighting
results [equation {A-9)]. For the nct computation, any ‘‘fast™ algorithm can
be utilized to reduce the arithmetic requirement.

The computation requirement for the vir weighting operation per ‘“‘frame’”
15

number of multiplications: K+ 1+ K(N - 1)
number of additions: K + 2K — DN - 1)
memory (RaM): (KN + D+ N
memory (PROM): KN + 1
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Appendix B. Derivation of fast algorithm for the
TOM.-FDM direction

Assume that the FIR filter is of length M + |, where M = 2KN, K = integer
and has symmetric coefficients.

Derivation of algerithm A

Starting with equation (7) and considering that the Z,() are interpolated
sequences [equations (4) and (5)],

N1 2KN

XpN +q) = 2, > ZpN +q — m)-him)

n=0 m=0

w(2n + m i
cos [T] . (B-1)

To identify the terms which are nonzero, consider the cases ¢ + 0 and
g = 0 separately.

a. g+ 0case: ge{l,2, ..., N — 1}. Observe that

_lsip — R, m =g + kN, k: integer )

Z{pN+q —m = {0, otherwise (B-2)

Substituting m = ¢ + &N, rewriting the summation limits, and separating
the even and odd terms, equation (B-2) becomes

N-1K-1

X(pN + @) = 2 2 {s,,(p — 2k') - hig + 2k'N)

+ -2k -1
N ) sAP )

“hig + 2K'N + N)

cos (ﬂ(:m + 1)(q2; 2N + N))} . B3)

(frr(Zn + Dlg + 24'N)
0s

Utilizing trigonometric transformations and exchanging summations,
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XpN + g) = ;0 {h(q + 2kNY - (— 1)

. [2 sl — 20) - 508 (M)]
n=0

N
— hlg + 2kN + N)- (—I®

: {Eﬂ $4p — 2k — 1) - cos (ﬁ%u)]} - (B-4)

The expressions enclosed in [ ] above are in the form of a standard
discrete cosine transform (DeT) of the input voice channel samples s, (+)
contained in the summations. The second term indicates that the pcr
outputs are used in a reversed order of g.

Denoting the g™ output of the pcr of the pt input frame s,(p) as

N .
S.(q) = Z 5,(p) - cos (M)
a0 2N (B-5)
qge{0,.. ,N -1}

then equation (B-4) becomes, for the ¢ # 0 case,

X(pN + g) = E thig + kN~ 1)* - S, (@)
—hg + N N} (~DF- S, (N— )} (B-6)
ge{l,.. ,N-1)

b. g = 0 case.
Considering that Z,(pN — m) is interpolated,

_ _isdp — k), form = kN, k = integer
ZpN —m) = {0, otherwise (B-7)
Equation (B-1) becomes
N-1 2K 2 +
X(pN) = }_jﬂ gﬂ s.p — k) - hkN) - cos ('”(—"MM) (B-8)

Separating the even terms, odd terms, and last term, and changing index
notations, equation (B-8) becomes
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XM =3 {s,, ~2k) - K2AN) cos (3(2”—32,&@)

a=0 k=0

k-1 N . N

+ 2 s.(p — 2k — 1) h{(2kN + N) cos (w(zn 1) -k N))

o 2N

2n + 1) 2K

+ 5,(p - 2K) h2KN) cos (W)} ©9)

Utilizing properties of the cosine terms, assuming K is even, and exchang-
ing summations,

N-—

X(pN) = kE {h(ZkN)(— 1)t [2' sp — 2k) cos (W)]}

=1

N-

+ KN [2 s.(p — 2K) - cos (Fﬁ%“o)} . (B-10)
r—0

The expressions enclosed within [ ] above are the zero™ outputs of the
pcT of the voice channel samples s,(-) contained in the summation. In terms
of the DCT notation defined in equation (B-35),

K
X(pN) = 2 (= D* h2kN) - S, 5(0) (B-11)

Utilizing equations (B-6) and (B-11), a fast algorithm (Algorithm A) can be
formulated as follows.

a. Given the input individual voice channel samples s¥(p), complement
alternate samples for even channels

Sn(P) = S::(p) s (= I)MHJ—,;

b. Take the pCT of 5,(p)

A

5,400 = 3, .p) - cos (W)

g=0.1,.. ,N—1

and store the DCT outputs.

¢. Take weighted sums of the stored §,{(g) and form FpM output samples
{X(pN), X(pN + 1), .. ., X(pN + N — 1)} according to equations (B-6)
and (B-11).
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d. Repeat steps a through ¢ for the next '*frame’’ of input voice samples.

N
Figure B-1 shows a block diagram of algorithm A. The computation z 'é
requirement for the weighting operation per frame is as follows: = : 5
. ] w
+ =) =
Ce — =
number of multiplications: 2K{(N — 1) + K z 5 E%
number of additions: 2K — N -1+ K X
memory (RAM): 2KN + 1
memory (PROM): KN + 1 ﬁ
U
= )
= =
Derivation of algorithm B E é <= EE = g
It will be shown that by taking advantage of the filter coefficient’s symmetry, § LG E o
the number of multiplications can be reduced to about one-half at the expense =
of memory requirements. In algorithm A, observe that the group of products J E
of r N =
3
g i _ Lo
{hlg +jN) - S(a)},  gefl,... N -1}, =Y g G =20 I <
Ssol & s [T G b =
Jelo, .. K- 1} 583 L‘” o o o)
= S
» ; —- o
is used twice in the computation cycle. During the second time, the products il n g
are used in a reversed order of g. ﬁ - [
To derive this relationship, rewrite equation (B-6) for ¢ + 0 as :
=
K- G \_é-_'
X(pN + q) = ; h(g + 2kN)(— 1} §,_5,(g) a
-0

Figure B-1.

K 1
*gﬂWUW+MPW$MHW—m.(mn

Reversing the % index with respect to K — 1 and utilizing the coefficient
symmetry property for the second summation,

(n+1)p Co | s b =D

>
K-1 = W
XpN + )= 3 {h(g = kN 11 S, 5(@) &2

= =z
= |, 2io
+ BN — (g — 2N =108, sgonarN — gt} (B-13) ﬂ" z %a‘ z
oc“YEL
gell, .. . N -1} = 258585
= z5gse+x

Define the “‘product’ variable as il
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h(g + 2kN) - (= 1) - S,{q)
gell,.. . N -1}
keld,.. .. K- 1}

h2KN)- 5,00, g =0,k = K

Uyg. ) = (B-14)

That is, given each current frame of DCT outputs, multiply the frame by K
blocks of coefficients of 2N each in length, utilizing only the first half of each
coefficient block. For & = K, only the ¢ = 0 term is required. Hence,

K-1
XN + @) = 2 [U,_alq, k) + U, 3.0 AN = q, k)]
k=B (B-15)

geil,.. . ,N—1}

K
X(pNY = >, U, (0.4 . (B-16)

k=0

Algorithm B can now be formulated as follows.
Steps a and b are the same as those for algorithm A.

¢. For each upcoming peT output frame compute and store

Uda, k) = kg + ZEKNX—1)* 5(q)
gefd,... . N—-1}
kelo,. . K -1}
U0, K) = h(2KN) - 5,(0)

d. Generate the ¥DM output frame by summation according to equations
(B-15) and (B-16}.
e. For the next input frame, repeat steps a through d.

Figure B-2 shows a block diagram of algorithm B. The computation
requirermnent for the weighting and summation operations per frame is

number of multiplications: KN
number of additions: (K — 1) + 2K — I}N - 1)
memory {(RaM): N + N(K)2K) + 1
memory (PROM): KN + |

Compared with algorithm A, the number of multiplications is reduced by
about one-half. However, the high ram requirement makes the algorithm
unattractive.
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Development of algorithm C

It will be shown that the RAM requirement can be reduced by exploiting the
relationship between indices & (for blocks) and p (output frame), and using an

iterative scheme. Consider the cases for ¢ # ¢ and ¢ = 0, separately.

da. g # 0 case. Defineforge{l,...,N — 1}
J .
U, (q, E) for jeven
Vig.p)= (B-17)
UH(N—q,K—l—j—:zJ), for j odd

The current output, equation {B-16), can be expressed as

2K -1

XpN +a)= 2 Via. ), qell,.. ,N-1} . (B-18)
i=0
Consequently,
2K
XpN +q) = Vig. 00+ > Vig.j) {B-19a)
i=1
K-
=U,(q.0) + 21 V(q,/) (B-19b)
Define partial sums
2K-1
Via.k) = 2 Voude)  kef0...2K-1) . (B20)
“
The desired output is
X(pN + q) = Y,iq.0) . {B-21)
Equation (B-20) can be rewritten as
2K 0
Viada, KV + 2 Voda ),  kef0,...,2K - 2}
Y(q, k) = ok (B-22)
Voo, k), k=2K-1

Now note that
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2K-1

Y, g k+1)= ; Voodq. ) - (B-23)

Substituting,

Vp+k(q!k) + Yp—](‘?»k + 1),

k=2K-1 (B-24)

The even terms (in forward order) and odd terms (in reversed order)
can be written as follows:

(1) Fork =26, £¢{0, ..., K — 1}.
¥g.26) =V, ,(q,20) + ¥, (g, 2¢€ + 1) (B-25a)
=Ufq. 0+ 7Y, (g2 +1) {B-25b)
2y Fork =2K — 1 —2{,€€¢{0, ..., K — 1}
Y,(q, 2K — 1 = 28)
V;)+2K—I-2€(q’ 2K—1- 26) + Ypfl(Qs 2K — 2€)s
= fefl,.. ., K -1} (B-26a)
Vp+2k—1—2€(q, 2K -1) (=10
_JUN—q, O+ Y, (g, 2K ~ 20, fe{l,.. K- 1}
UN-gq,0), £=0
{B-26b)
b. g = 0 case. Define
- VU, 10,72 for jeven )
Vilb.jy = {0 for j odd ®-27)
The partial sum is
2K
Y 0,k) = Zk V-0, . (B-28)
=
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The desired output, equation (B-16), becomes

2K
XpN) = 20 V(0,7 = Y.00.0) . (B-29)
=
Rewriting the partial sums

2K
V0,0 + X V0,0, kef0,.. ., 2K -1}
Y0,k = Ik (B-30a)

V., (0, k), k=2K

Vo0 k) + Y, 0,k + 1), ke(0,...,2K-1)
{Vp—k(os k)s k=2K . (B_30b)

The even terms (in forward order) and odd terms (in reversed order)
can be written as follows:

(1) Fork = 2¢,¢¢40, ..., K.
V,.200,26) + Y, (0,26 + 1), €€{0,... . K— 1
.0, 20) - { 200,26 + Y, ( ), fef } B-312)
V, 12400, 26), ¢=K
v, e v, 0,20+ 1), €ef0,. . K- 1}
= {U,,(O, K = U,0.0), =K . (B-31b)

2y Fork =2K -1 - 26, ¢ef0,...,K - 1}
Fo(0,2K = 1 — 26) = V, 501250, 2K — 1 = 26)
+ V02K -1-2¢+ 1) (B-32)

=0+7Y,,0,2K-2f)

A computation algorithm (algorithm C) can be formulated as follows. Steps
a and b are the same as those for algorithm A.

¢. For each pct output frame compute

tefo,. . K-1)

f— —_— € .
Ulg,£) = hig + 2ENX—1) SAq), gel0,.. . . N-1}
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e

d. Compute partial sums according to equations (B-25), (B-26), (B-31),
and (B-32).

e. Store {¥,(q, 1), ¥,(q, 2), .. ., ¥{g, 2K — 1)}, g0, .. ., N — 1},
and ¥,(0, 2K)

f. Output current FDM frame

X(pN + g) = Y,(g,0, gef0,.. N-1}
g. For the next input frame, repeat steps « through f.

The computation complexity for the weighting and summation operations
per frame is

number of multiplications: KN
number of additions: (K — 1) + (2K ~ I}N — 1)
memory (RAM): N + 2KN + 1
memory (PROM): KN + 1

The above RAM estimate assumes an ‘‘in-place’’ minimum memory scheme,
by which each partial sum is always used before it is updated. Compared to
algorithm A, the requirement for multiplications is one-half and that for
memory is comparable. Compared to algorithm B, the requirement for
multiplications is the same, and that for memory is reduced by a factor of K.
Algorithm C is therefore selected for implementation. A block diagram of the
algorithm is shown in Figure 10,
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Limitations on solar eell open-circuit
voltage and efficiency*

A. MEULENBERG, JR. AND R. A. ARNDT

(Manuscript received December 22, 1982)

Abstract

Open-circuit voltages (V,.) in 0.1 {-cm, »n*/p type, planar surface silicon
solar cells produced by diffusion techniques are presently =654 mV, with
corresponding conversion efficiencies of about 15 percent. This is lower than
has been theoretically predicted. Experimental evidence is presented to
demonstrate that the emitter is the largest source of the dark current that
limits the attainment of higher V. values and, hence, reduces conversion
efficiency. It is also shown that junction recombination current contributes to
reduced V. Because there is a lower limit on dark current from the base,
even if the emitter and junction recombination currents are reduced to zero,
a maximum V.. of 695 mV is predicted, with a related conversion efficiency
of 16.4 percent.

Introduction

Solar cells are the primary source of power for communications
satellites. The power output of a cell is equal to the product of cell
voltage and current, and it reaches a maximum at a voltage less than

* This paper is based on work performed at Comsat Laboratories under
the sponsorship of the Communications Satellite Corporation and supported
in part by NASA-LeRC under Contract NAS3-21227,
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at open-circuit. Characteristically, when the voltage at open-circuit
increases, voltage at the maximum power point, power output, and
conversion efficiency also increase. Because increases in solar cell
cfficiency will provide additional communications capacity without
incurring higher fabrication costs or additional weight of solar cell
arrays, there is significant incentive to obtain cells that exhibit values
of open-circuit voltage higher than those presently in use. Further,
investigations of open-circuit voltage (V) limitations may lend insight
to methods of preserving high values of V. for cells that are subjected
to radiation from the space environment.

Research efforts to improve the output characteristics of solar cells
require knowledge of the parameters that control these characteristics,
As the cell output approaches the theoretical maximum (an early
estimate for efficiency was ~22 percent [1]), it becomes increasingly
difficult to identify and assign values to the parameters that are limiting
further progress. Until a few vears ago, a large discrepancy existed
between theoretical values (700 mV) and practically realizable values
(~620 mV) of open-circuit voltage, corresponding to efficiencics of
16.6 and 14.3 percent, respectively, in silicon solar cells [2]. During
the past 10 vears, better silicon material has become available and
more precise technigues for measuring solar cell characteristics have
been developed. These and other advances have led to increases in
experimental values of V., and, therefore, to a reduction of the
discrepancy between theory and practice; for example, the highest V
reported for a conventional, diffused junction, silicon solar cell of the
nt/p type is 654 mV, with an efficiency of 14.8 percent [3]. Theories,
which include more material parameters, have been proposed in an
effort to obtain better predictions of V.. These include the effects of
bandgap narrowing which take place as a result of very high doping
concentrations [4]. Although the predicted V. for an optimized cell
remained at 700 mV, a step toward improving theory and understanding
material limitations was taken.

Because the V. discrepancy still exists, although it is less than that
of 10 years ago, the problem of determining the reasons for it remains.
Two recent studies have presented detailed analyses of possible
causes. Both theories, which were proposed before the achievement
of the 654 mV value of V., discussed many parameters. One [5],
included such features as bandgap narrowing, surface recombination
velocity, and doping profiles. Predicted values of V, for n* — p type
cells were as high as 675 mV. The second paper [6], in addition to
investigating the same parameters as those in Reference 3, also
examined the effects taking place in the junction region, particularly
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in the internal electric fields, and surface recombination at the metal
contacts.

A result of these studies was that the major limitation to increased
V. is the dark current from the emitter region. Further, high-surface
recombination velocity at the emitter/metal contact interface was
identified as the largest contributor to this dark current. In addition,
a result of Reference 6 was that junction region recombination current
could reduce the maximum power output and V... However, both
studies indicated that the computed values of the dark current from
the base of the cell was quite small.

Use of improved silicon material and processing in the present work
has resulted in cells having long minority carrier diffusion lengths. It
will be shown that these values lead to nominal agreement between
experimental and theoretical values for the dark current from the base
and, further, that the base dark current is small compared to the total
dark current in 0.1 £2-cm cells. Evidence will also be presented to
show that recombination current in the junction region can be important
in determining V..

Background

An approximate, general relationship for the current-voltage char-
acteristic of a solar cell can be written as

J=J, (exp [%] - 1) +J (exp [%] - 1) —J; (1)

where J = output current density
Jio=dun + Jap
Jun = dark current density from the emitter (r~/p cell)
J;» = dark current density from the base
J.. = recombination dark current density in the junction
J, = photo-generated short-circuit current density

V = cell voltage, and the other symbols have their usual
meaning.

1t is apparent that, to achieve high open-circuit voltage (obtained when
J = 0), the values of J . Jp, and J,, should be as small as possible,

High values of V. have been obtained in conventional junction cells
having a shallow (~0.15 wm), phosphorus diffused emitter on a p-type
base of 0.1 £)-cm resistivity (see Figure 1). This configuration results
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Figure 1. Schematic Cross Section of a Conventional
Junction Solar Cell

in conditions, particularly in the emitter, that are not easily described
by theory; for instance, it should be pessible to compute values for
Jane Jap, and J,,,, and to determine which of these factors is the most
significant in controlling the output characteristic (see for example
Reference 7). However, as the various regions of a cell become more
nonuniform, the mathematics involved m determining these factors
become exceedingly complex, and some of the parameters may not
be determinable in a finished solar cell. The ability to use experimental
techniques for determining the values of these factors is therefore
desirable.

The base region of a solar cell, unless the thickness is made very
small, can be considered to be uniform and the theory can be used to
write an expression for Jyp [6]:

w ) W
SL cosh (—) + sinh ()
_qniD )} D L L

J =
" LN cosh E + ﬁ' sinh w
W) ' D L

where q = electronic charge
;= intrinsic carrier congentration
D = minority carrier diffusion constant

(2)
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I. = minority carrier diffusion length
W = base region thickness

N, = doping concentration
S = surface recombination velocity.

Several terms in equation (2) must be known to compute a value
for J4p; these are D, N4, n;, §, and L. Actually, only the quantity
gnDIN, is needed and, as will be shown later, this can be measured.
Even though gnD/N, was measured in irradiated cells, the resultant
value was very close to that which would be computed using published
values of the individual quantities. This means the values of these
individual quantities are not significantly altered by cell processing or
moderate doses of radiation. The remaining terms, § and L, usually
cannot be determined separately. There are two limiting cases, how-
ever, for which a determination of L can be made: when the base has
an ohmic contact (§ = =)* and when the base contact is a perfect,
minority carrier reflector (§ = 0), such as an ideal p/p* barrier.
The conditions existing at the base contact of a real cell must place
the value of S between these limits.

It will be shown later that J,, cannot be neglected in equation (1),
However, it will also be shown that the contribution of J, to J,,
because J,,» is smaller than J 4, is not strongly dependent on J,,,. As a
result, a good approximation to the ratio J,4/J;, can be made by simply
letting .J., go to zero and computing the maximum value of .J,, from

V..
J,, (max) = J,exp [%] . 3

A description of the method used for measuring L in the above
limiting cases is presented below.

Diffusion length measurement

ComsAT Laboratories has long used the ®*Co gamma cell to generate
a uniform concentration of carriers within the base of a solar cell and
to provide the basis for determining a range of minority carrier diffusion

* Actually, § is limited by the rate of arrival of carriers, and the upper value
of §is 4 x 10¢ cm/s. Results using higher values of § are indistinguishable
from those using this value.
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lengths for most cells. In an earlier paper [8], the relationship between
current collected from the solar cell under v irradiation ({,) and the
solar cell diffusion length L was established for two back surface
conditions, These conditions were an ohmic base contact (§ = =) and
a perfectly refiecting base contact (S = 0). These relationships are

W
cosh (Z) -1

Iv_é " W forS == (4)
sin 7
and
cosh (m) -1
I L
IY_E _— for§ =0 (5)

. W
sinh (T)

where K is a proportionality constant that depends on the geometry
of the source and on the type, energy, and flux of the tonizing radiation.
A plot of KI, versus L is shown in Figure 2.

The value of K is determined by calibrating the gamma cell with a
solar cell having known W and L such that W = 27, and where . was
measured by another method [8].

An interesting feature of equations (4) and (5) is the dependence on
W. More insight can be gained if these equations are rewritten using
two trigonometric identities.* Equations (4) and (5) become

L W .
I, = Etdl’lh (i) for§ = = (6)
and
L w) . .
L’_Ktanh(L, for§ =10 (7

* Use cosh 2W/L) = 1 + 2 sinh®> W/L and sinh (2W/L) = 2 sinh (W/L)
cosh (W/L).
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Figure 2. Neormalized Gamma Cell Current vs Solar Cell Diffusion
Length for § = = and Different Cell Thicknesses W {for § = 0 use
the curves corresponding to 2W)

Equation (7) is similar to that for the dark current equations of a diode
of thickness W with a perfectly reflecting back p — p* contact [see
equation (8)]. The W/2 in equation (6) now indicates that the n* — p
Junction only collects current from the front half of the cell and the
carriers in the back half of the cell all migrate to the ohmic back contact.
For small values of the argument, the value of tanh approaches the
value of the argument and the exact valuc of L becomes indeterminate.
This is generally the case found in high-quality cells. When the argument
becomes large, the value of tanh approaches unity and the value of L
¢an be determined exactly. The value of L can be reduced by irradiating
the cell; this procedure results in conditions that yield an exact
determination of L. Although a photocurrent from the emitter is also
present, it is too small to be measured under uniform generation of
Carriers because of the very small depth of the emitter compared to
the base thickness.
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Experimental procedure and results

As previously mentioned, an unambiguous value of L in the base
can be obtained if W/L is of the order of unity or greater. Even in
cells of ~0.1 Q-cm resistivity, the diffusion length can be long enough
50 that this condition is not fulfilled. However, as stated above, the
value of L can be reduced by irradiating the cell, (Irradiation doses
sufficient to alter L in the base are not likely to affect J,y because
diffusion lengths in the heavily doped emitter are usually so short that
only a very high radiation dose will alter them.)

Two cells (0.1 and 0.2 £2-cm) were illuminated, and V,,. and J, were
measured. In addition, the diffusion length was determined (within
limits) by the method described earlier. Calibration of the gamma ray
source resulted in a value for K of 6,400 cm?/A. These cells were then
irradiated to several dose levels and remeasured (see the appendix for
data). The value of J,, (maximum) was computed for each dose level,
using equation (3), and the results were plotted versus 1/L. This plot
is shown in Figure 3 for the 0.1 Q-cm cell for the cases § = 0 and
8§ = =, and it can be seen that the data for both cases fit a common
straight line as L becomes small. This result is expected when the
following limiting cases of equation (2) are used. Rewriting equation
(2) yields

_gniD W -
Jpp = N, tanh 7 for§ =0 (8)
or
_ qniD W -
Jp = LN, coth I for§ = = )]

As L approaches zero, both tanh and coth approach unity and the
slope approaches gn?D/N,. If J» is constant with radiation dose, the
slope of J,;, (maximum) is the same as for J . Since J,, (maximum)
and J,» are now known, a value for J,y can be computed. This same
procedure was also applied to the 0.2 Q-cm cell. Results of these
measurements are shown in Table 1 for the two cells before irradiation.

The values for J, in Table 1 (and marked on the ordinate of Figure
3) are those obtained by computing J, (before irradiation conditions)
and subtracting this from J,, (maximum). 1t can be seen that, in each
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Figure 3. Plot of J,, (maximum) vs 1/L for a 0.1 Q-cm cell (the dots
apply rto § = 0 and the crosses to § = =)

TaABLE 1. DARK CURRENTS FOR Low RESISTIVITY CELLS WITH
PLLANAR SURFACES

0.1 O-cm 0.2 Q-cm
§=0 §=w $=0 §==
Ji, (max)}(Afem?) 6.15 x 10-% 6,15 x 1078 T3 x 10-1% 773 < 10012
qniDIN, (Afcm) 1.52 x 10-1% 1.52 x 10— 5.00 x 107 5,00 x 10-%
Jup (Alcm?) 1.32 x 10-% 755 x 10 " 295 x 1072 2,04 x 10-%
Jan (Afcm?) 4.83 x 10-% 539 x 10°"7 477 x 10-% 569 x 101
JandJ 4o (Max) 0.785 0.876 0.618 0.736

column of Table 1, the dark current from the emitter is greater than
that from the base and the values of J  agree with those computed in
Reference 6. Two other features in Table 1 should be noted: the
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values of J,y are close for the same values of §, (which is to be
expected because the emitters were formed identically) and the values
of gn?DIN, are about a factor of three different (this factor reflects
the differences in D and N, for the two basc resistivities).

In obtaining these results, it was assumed that the J,, of equation
(1) was negligible. If a value for J,, is included, the ratio J,/J,, should
not be significantly altered. The reason is that increases in J,, must be
accompanicd by decreases in J,, because, for a given cell, the values
of V,. and J; do not change. The magnitude of the decrease in J,, can
be found by using equation (1) for V. = 635 mV and an increasc in
J., 0of 1 x 107% A/lem?; the decrease in J,, is less than 10 percent of
the values reported in Table 1.

It was reported in earlier work [9] that the J,, term cannot be
neglected for high-voltage cells. It has also been shown that as the
Junction depth decreased in 0.12 O-cm cells, the value of J,, increased
[6]. This was attributed to bandgap narrowing in the junction caused
by the presence of very high electric fields. The magnitude of the
electric field decreases with increasing junction depth. In cells with
textured surfaces, the junction follows the surface contour; and larger
Jjunction areas, as well as high, localized fields in the junction region,
result. Therefore, a more sensitive measurcment of the effects described
in References 6 and 9 is made possible by using such cells.

Emitters were diffused into a set of 1.2 {}-cm, textured surface cells
for a fixed time (15 minutes) at various temperatures. The higher the
diffusion temperature, the deeper the junction. Values of J,, werc
obtained by computer fitting I-V curves of illuminated cells to equation
(1) (as was donc in Reference 5) and are displayed in Table 2.

TABLE 2. DARK CURRENTS OF 1.2 2-¢cm TEXTURED SURFACE CELLS

DIFFUSION
TEMPERATURE . I, gy Voo
("C) (10° ™ Afcm?®) {107 Alem?) (A/cm?) (mV}
760 1z =1 172 = 1 0.0425 558
790 50 015 6.4 + 1 0.0425 583
820 4.3 + 0.60 45«3 0.0425 SHH
850 3.4 + 0.40 2.5 x2 00418 395

Several features in Table 2 should be noted. The values of J,, are
higher than those reported in Table 1, because of the higher base
resistivity and the increased area of the textured surface. The decrease
in V. with reduced diffusion temperature is attributed to the large
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diffusion current generated by surface recombination at the metal
contacts [6]. The important point is the decrease in J,, with increased
diffusion temperature, an effect that is pronounced even in 1.2 Q-cm
cells. At higher temperatures, the junction depth will be greater and,
consequently, the electric field will be smaller.

Piscussion and conclusions

It has been experimentally determined that, in low resistivity (0.1
Q-cm), planar surface cells, the dark current from the emitter, J,y, is
the largest contributor to the limitation on increased V.. This situation
is contrary to what would have been found by applying equation (2)
to an emitter with an abrupt doping profile and using values for the
parameters deduced from measurements on bulk samples. Without
considering bandgap narrowing, such a procedure vields a value of
Juyof about 5.2 x 10~ A/cm?. 1t is concluded that bandgap narrowing
and other effects, such as surface recombination velocity, can increase
Jun by at least an order of magnitude over this computed value.

Although the emitter dark current is less when § = 0 at the base
contact than when § = oo, the latter condition is more likely to occur
in 0.1 €-cm cells. This is because of the difficulty in reducing the
surface recombination velocity at the base contact by the addition of
a minority carrier reflector. The quality of such a contact depends on
the magnitude of the potential barrier that is set up when a heavily
diffused (p+} layer is applied. Since the doping concentration in 0.1
-cm silicon is high, the height of the barrier will not be as great as
with lower doping levels in the base.

It was also demonstrated that junction recombination current, J,,,,
cannot be neglected. Although this current is uswvally not the major
factor in limiting V.., it can affect the cell maximum power and,
therefore, conversion efficiency. For ¢xample, the efficiency of a cell
having J, = 0.040 A/cm® and J,, = 6.15 x 10~ A/cm? would drop
by about 10 percent if J,, increased from zero to 4 % 10-% A/cm?. If
J4, were lowered signficantly, this level of J,, could affect V..

Although some of the limits to solar cell voltage and efficiency have
been identified, it is desirable to know the ultimate values presently
predicted for planar surface cells. For instance, consider the 0.1
{)-cm, 208-pm thick cell reported in this paper. Because § = = at the
base contact is the likely value for this cell, J,» has a lower tlimit. This
can be realized by letting L become very large in equation (7). For
this example J,,. approaches gn?D/WN, = 7.3 x 10-'* A/cm?. If both
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Junv and J,, were zero, the resulting V. for J, = 0.040 A/cm? would
be 695 mV, with a corresponding efficiency of 16.4 percent. This
should be compared to the present values of 654 mV and 14.8 percent
[3]. Such conditions on J, and J,, are not probable, although improve-
ment is possible. The contribution to J,y from the metal contact to
the emitter has already been reduced significantly [6], [10]. The value
of § at the emitter/AR coating interface for a Ta,O; AR coating is about
5 x 10 cm/s [6]. The use of charged oxides, metal-insulator-
semiconductor (Mi1s) technology, and thicker substrates has resulted
in values of V. in excess of 690 mV [11]. This improvement leaves
the emitter bulk itself as the main area for improvement in J,y. To
achieve increases in V. and efficiency the doping levels and profile
must be altered to minimize the combined effects of bandgap narrowing,
junction recombination current, and diffusion length of the emitter
region. At values of V. as high as 690 mV, the base dark current
becomes the factor controlling further increases, and the use of thicker
cells could result in higher V...
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Appendix. Experimental values for irradiated 0.1
and 0.2 Q-cm solar cells

Two cells (0.1 and 0.2 Q-cm) were illuminated, and the values of V. and
J, were determined. Diffusion lengths were also measured by the method
described in the section entitled **Diffusion Length Measurement.” These
cells were then irradiated to reduce the diffusion length and remeasured (total
of six measurement points). Measured values of V., J;, and [, are presented
along with computed values for J,, (maximum) and L in Tables A-1 and A-2.
When using Figure 2 to determine L, L. is in pA/4 cm? and K is 16 pm/pA/4
cm’.

TaBLE A-1. 0.1 ©2-cm (208 pm)

Vi e 1, J,, (max) L (pm)

(mV) (Alem?  (pA/M4 cm?) (10-"* Alem?) §=0 § ==
635 0.0350 6.5 6.20 110 650
634 0.0350 6.3 6.38 104 345
632 0.0340 5.5 6.70 90 139
630 0.0333 4.4 7.10 71 83
627 0.0323 34 7.73 55 57
623 0.0310 2.6 8.68 42 42
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TABLE A-2. 0.2 Q-cm (250 pm)

Ve gy I, J4, (max) L {um)

(mV) (Afcm?) (LA cm?) (10~ Alcm?) §=0 S ==
630 0.0363 9.0 7.73 156 *
622 0.0348 6.4 10.13 104 150
619 0.0340 5.6 11,13 90 3 14]
614 0.0330 4.2 13.13 67 71
608 0.0320 34 16.10 55 55
603 0.0308 24 18.80 39 39

* The wvalue for I, was actually greater than that which can be achieved for this
thickness of cell and § = =; therefore, the contact must be partially reflecting for
minority carriers,

Andrew Meulenberg received his B.A. from the
University of the South in 1962 and his Ph.D. in
physics from Vanderbilt University in 1968. Since
Joining COMSAT in 1968, he has been involved in
defining and simulating the space environment
encountered by synchronous satellites, studying the
effects of this environment on spacecraft compo-
nents, and investigating material parameters and
radiation defects in silicon solar ceils. He is cur-
rently a Staff Scientist in the Solid State Physics
Department.

Richard A. Arndt received his Ph.D. from North-
western University in 1961. From 1961 to 1969 he was
a staff scientist at the Brookhaven National Lab-
oratory, Since he joined COMSAT Laboratories in
1969, he has been with the Applied Sciences Lab-
oratory, where he is now Manager of the Solid
State Physics Department.

Index: antennas, earth stations, radiation, small terminals

Matching networks in linear phased
arrays
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(Manuscript received Fanuary 3, 1983)

Abstract

A linear phased array has properties that are different from those of the
planar phased array. General relationships for linear array element gain are
derived in this paper. The effects of interconnecting and matching networks
on linear array performance are studied to show how the network parameters
can be optimized to produce near flat response over a wide scan angle. Arrays
of M2 dipoles or slots are analyzed, with the result that the realized element
gains may be designed to be about 0 dB above isotropic for all scan angles in
marked improvement over the ideal cos f variation of planar arrays.

Introduction

Large planar arrays inherently require a large number of phase
shifters (thousands or tens of thousands): the cost of building such
arrays can become excessively high. Attention has thus been directed
toward using the less expensive linear array [1]-{3] as a substitute and
achieving two-dimensional scanning by other means, when necessary.
Wasylkiwsky and Kahn [4] have given results for ideal element patterns
for infinite linear arrays and have shown how these patterns depend
on the array element. They show some analytic results for arrays of
elementary dipoles, but do not indicate the effect of a practical matching
network,

7
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The present work is concerned with both finite and infinite linear
arrays of elementary and half-wave dipoles, taking into account the
effect of matching networks. An interesting special case appears when
the array is matched near endfire. The realized gain is almost constant
as a function of scan, in marked contrast with the well-known cos 8
behavior for the fully matched planar array.

Element pattern

The power radiated per element in a large planar array in the x-y
plane is given by [3]

— lelz)\z |E|(u0, Vu)|2
nhd  cosby

Jh,od=\2 (1

where d and b are the periodic separation between the elements in the
x and y directions, n, and A are the free space characteristic impedance
and wavelength, V, is the generator voltage for every element, E,(x,
v) is the far-zone electric field per unit voltage of the generator of a
singly excited element in the actual array environment, and u, and v,
are the x and y direction cosines in the main beam direction (8, ¢).
Also, {u, v) and (8, &) are interchangeable angular parameters for the
same direction. Throughout this paper, the choice of such parameters
is made only for convenience. Element functions are in terms of (8,
¢), and array functions are in terms of (u, v). This is especially
convenient for linear arrays where the array parameters are functions
of u only. The physical interpretation of equation (1) is that, for the
ideal case of constant P during scanning, |E,|? must be proportional to
cos By, the projection of the aperture in the direction of scan.

For a linear array of periodic spacing d, shown in Figure 1, the
power radiated per element in the array environment can be shown to
be (Appendix):

WP TR B, )P

P _
nd Jvrma VI - g -

dv,d=\?2 . (2)

A comparison of equations (1) and (2) reveals that the difference in
the radiated power per element leads to a difference in the relationship
between the element gain and the reflection coefficient, and thus in
the expression for the ideal element pattern. Specifically, the simple
relationship between the cos 6 factor and the optical aperture can no
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Figure 1. Linear Phased Array

longer be applied; this is not surprising because the array now is
electrically large in only one direction.

The element pattern G.(8, &) in a planar array, defined as the
radiation pattern when only one element is excited and all other
elements terminated in their generator impedances, can be related to
the active reflection coefficient p,(u, v) as [5], {6]

4mbd
¥

G0, d) = cos 0 (1 — |pa(u, vI?) 3)
for b < A2 and 4 < M2. This shows that for the ideal situation,
perfectly matching the array at all angles (p, is zero), the element gain
will have the form of cos 0, which can then be defined as the ideal
element gain for the planar array, independent of the element type.
For linear arrays, the element pattern can be proven to have the
following relation with the active reflection coefficient (Appendix):

G.8.8) = T FO. 01 = o] @)

where

VI — al

- E (u, v -
F(0, &) = |E(6, b)) {f ,]_!—iﬁiﬁ\/%;—% dvl}
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for d = M2. The function F(8, &) is called the ideal element pattern
and is the maximum directivity obtainable when the array is matched
at all angles. Here F(8, &) is defined in terms of the element pattern
Ey6, ¢) in the terminated environment. In Reference 4, a similar
function is shown to be invariant to changes in loads. Thus, it appears
that F(0, &} may also be found by means of a simple integration over
element patterns in the open-circuited environment.

Because the main interest in this paper is matching networks and
the effect on finite linear arrays, alternative ways of finding F(8, ¢)
will be presented below. However, one special case, although un-
physical, may be treated directly. A finite (or infinite) array of isotropic
elements spaced by A/2 has purely reactive mutual impedances, which
can be matched by a simple interconnecting network [7]. Thus, p, =
0, and the integration in equation (4) gives F = I/w, leading to G, =
2 independent of scan.

The ideal element pattern obtained by matching the array is equiv-
alent to adjusting the phase velocity in traveling wave antennas. 1 is
known through the Hansen-Woodyard condition that adjusting the
phase velocity produces optimum gain at endfire. For a large array of
isotropic clements of total length £, the maximum endfire gain obtain-
able by adjusting the phase velocity to the Hansen-Woodyard condition
is 4L/x. In other directions, the directivity drops to 2L/A under the
same condition. Equation (4) shows that the ideal clement pattern of
G, = 2 or of array directivity 2N = 4L/x is achievable in all
directions, including endfire, if the array is completely matched for all
directions, This shows that this optimum directivity is theoretically
achievable in all directions, if the array is matched in those directions,
or equivalently, if the phase velocity is adjusted to produce the optimum
gain.

A more practical case is shown in Figure 2, which gives F(0, ¢) for
an array of parallel half-wavelength dipoles; the cosine function is also
shown. A variation of only 3.5 dB over the complete scanning range
is theoretically possible. More important are the obtainable absolute
gain values.

Large array of elementary dipoles

The element gain G.(9, &) can also be written in terms of the element
pattern in the open-circuited array environment G, (8, &) as (8]
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47, RyG, (8, )

5
Z, + Z,0) ®

GA8,4) =

where Z, is a resistive load impedance, Figure 1, and Z,(0) is the
input impedance when the array is scanned to radiate a main beam in
direction 6. For a large (2M + 1) element array, the input impedance
of the central element Z,, can be shown to be

M
Zy =X + Zy + 2 2, Z,cos (mdkysin 8) (6)
m=1

where X is a reactance inserted on the output side of the e]_emem, Zy
is its self impedance, Z,, is the mutual impedance between this element
and the element spaced a distance of md, and k, is the free-space wave
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number. The term R, is the real part of Z,. The array can be matched
at one angle by choosing X to eliminate the imaginary part of Z,, and
Z; to be equal to the real part of Z,,.

From the definition of the active reflection coefficient p, and from
equations (4} and (5), the ideal-element gain function F(8, &) can be
related to the input impedance by

LROGeI(e’ )

F8. &) = 4 Rez)

(7

Equation (7) illustrates the remark on invariance following equation
{4). The real part of Z,,, and thus, the function F(9, &) is invariant to
changes in loads (as shown in Reference 4).

For an infinitely large array of parallel dipoles, the real part of Z%(6)
is given by

3
Re [Z5(0)] = ﬁ(l + sin?0), 8 < w2 . (8)

Based on equation (8), it would not be difficult to match the array near
endfire, in contrast to the planar array which would have Re[Z,(=/2)]
either infinite or zero. However, the reactive part is more detrimental,
which is easily seen when the relationship for the normalized mutual
impedance is used:

1 1 J
mkod — (mkod)?  (mkyd)?

Z, = j3 [ ] eimkd > (. (9)

Substituting equation (9) into (6), the input reactance of the central
element in a (2M + 1) element array is

M 1
X0 =X+ X, +3 D [(mkod - (mk—lud)}) cos mkyd

m=1

sin mkqdd

- W} cos (mked sin @) . (10}
0

Except for 8 = w/2, the series converges quickly, but for ¢ = /2 and
kod = m, the series takes the form

R 1
1| mw (mw) (1)
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which diverges. It is important to note though, that the sum increases
only logarithmically with M, so that even for M of the order of 100-
1000, the mismatch of a central element is not large, when X is chosen
properly. In practice, 8 = /2 would be avoided when kod = = because
of the grating lobe emergence at this angle.

The optimum choice of Z, and X can play the main role in obtaining
the desired element gain pattern as dictated by equation (5). Consider
the problem of a large array of parallel small dipoles, spaced half-a-
wavelength, kod = 7 with a scanning range of +80° from broadside.
The question is how to choose the loading Z; and X such that the
minimum gain over the scanning range is maximized. It is further
assumed that each element is self-resonant when isolated, so that X
only takes care of the mutual effects. The impedance values at
8 =0°and 6 = 80° for M = 100 are

Z,(0°) =0.75 - j0.57 + jX
Z.(80%) = 1.477 +j2.6 +jX

where the reactive part corresponds to the sum in equation (10). The
optimum loading can be found graphically as shown in Figure 3 in the
domain of Z, and X. The circles of equal gain at 6 = 0° and at § =
80° are drawn, determining the straight line that defines the locus of
equal gain at those two angles. The maximum value of this equal gain
is found to be —2.05 dB over the isolated element gain; that is, the
minimum realized gain per element is —0.30 over isotropic. This occurs
when Z;, = 1.935 and X = —1.710. It should be noted that this value
of load impedance does not correspond to an impedance match at any
angle. The curve showing the values of Z, and X resulting in matching
at specific angles is given in the same figure for reference. The element
gain pattern is shown in Figure 4, together with the case when the
scanning range is extended to endfire, 8 = 90°,

Because equations (6), (9)—(11) are valid only for the central element
of a 2M + 1) element array, the results of Figures 3 and 4 are strictly
correct for that element only. For large arrays, this is valid for elements
in the central region of the array, representing the majority of the
elements. The edge elements can be treated similarly after replacing
equation (6) with the proper expression for Z,,.

Interconnecting network

Bach Andersen and Rasmussen [7] showed that a class of lossless
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decoupling and descattering networks can have the effect of nullifying
the reactive part of the mutual impedances between elements in the
array by connecting those clements by lossless transmission lines of
proper lengths and characteristic impedances. Complete decoupling
occurs when the resistive components of the mutual impedances are
zero, thus obtaining the ideal element pattern as in the hypothetical
case of an array of isotropic elements with spacing A/2. For practical
situations, however, the mutual resistances between the elements are
not alt zero and the improvement due to the network depends on the
type of element and the spacing in the array.
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Figure 4. Element Gain in dBi for Parallel, Small Dipoles with
Optimum Loading as a Function of Scan Angle. M = 100.

More complicated networks are theoretically possible [9], but as will
be shown, the element patterns approach the ideal clement patterns
closely (within 0.5 dB) when this type of network is used. The simplicity
of these and other interconnecting networks is only theoretical, because
in practice it is impossible to connect each element with all other
elements.

The example in Figure 5 illustrates the effect of this kind of network
on the normalized element gain function of an array of resonant A/2
dipoles with 25 elements and periodic spacing of 0.5x. The curve is
computed by exciting the center element and loading the other elements
passively. Standard mutual impedances for thin wires have been used,
and the interconnecting networks are simulated by nulling mutual
reactances. The load impedance Z; 1s chosen as the self resistance of
the antenna element. The element pattern without the network is
shown along with the pattern when a complete decoupling network is
used. The element pattern gain for the unconnected array as a result
of introducing the network is far above the ideal planar array pattern
gain for most of the scanning range, and at endfire, there is a drop in
gain of only 3.5 dB,

From a practical point of view, it is always desirable to reduce the
size of the decoupling network, especially for large arrays. The effect
of network size is studied in Figure 6, where the element pattern levels
at two angles, 70° and 90°, are shown for the same example discussed
above as the complexity of the network is increased from merely
connecting every two neighboring elements to interconnecting all the
elements in the array. The early saturation of the curves is to be noted.,
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Further increases in the network size have little effect on the overall
performance of the network.

The decoupling network can also be used in conjunction with the
“ordinary matching’’ networks. Ordinary matching is matching the
array at one angle without changing the nature of mutual impedances
through interconnecting network or otherwise. To illustrate this prin-
ciple, consider a 25-element array of parallel half-wavelength dipoles
separated by A/2. The ordinary matching at 8,,, = 70° is found to
produce the maximum *‘minimum gain’’ in comparison with matching
at other angles. This also produces the minimum variation of the
element gain, and thus a nearly constant array gain over the full
scanning range of =90°. This is not the global optimum matching of
Figure 3 that does not correspond to matching at a specific angle.
Introducing an interconnecting network increases the average element
gain and smooths the gain variation over the scanning range. Figure 7
shows the element patterns for the two matching angles of 70° and
broadside (0°), with and without the complete decoupling network.
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Figure 7. Element Pattern for Different Matching Angles for Arrays
With and Without Decoupling Networks

The improvement in e¢lement gain patterns is a result of reducing
the reflection coefficient over the scanning range as predicted in
equation (4). Figure 8 depicts the variation of active reflection coeffi-
cients for the 25-element dipole array, with and without the intercon-
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necting network. Figure 8a shows the case when the array is ordinary-
matched at broadside and Figure 8b when the array is matched at
¢, = 70°
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Conclusions

The lincar phased arrays are not merely a special case of the general
planar arrays; they bave unigque fundamental features. For planar
arrays, the ideal element pattern is the cos 8 factor; for linear arrays
the ideal element pattern depends on the type of element.

Parallel Hertzian and half-wave dipoles have been used in this work.
Narrow slots are also amenable to the same argument.

Special interconnecting networks can be used to reduce the reactive
coupling between the elements in the array, and thus improve the
element pattern. The ordinary matching scheme can also be used to
produce a complete match in one direction. This has been shown to
give an almost constant gain with scan over the complete scanning
range with about 0-dB gain per clement.
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Appendix

The total power radiated by an artay into space is given by

P = LJJ 1E.(8, &) sin 6 db dd (A-1)
0 -0

To

is the free space characteristic impedance, and E(0, $) is the electric
elements in the array are excited with a
pattern

where 1y
field in direction (8, ¢) when the
voltage V, and progressive phase so that the main beam of the array

is in direction (u,, v). In this case (0, ¢) is given by

E8, ¢) = VE®, &) S, — 1)) (A-2)

where E,(8, $) is the farfield per unit voltage of a singly excited element in
the actual array environment, and 5, is the array factor:
sin [(NardiMe — uy)]
_ = . A-3
St = 1) = “G T dINe — )] (4-3)

Equation (A-1) can be written in terms of the directiona) cosines as

] JEu, )
=— et A dudv . A-4
F Mo U V1 — - v uds (A-4)

at b=l

When equations (A-2) through (A-4) are combined, P, is given as
V. N B

P = St — i) =

Mo L= 1 AV =V

For a large array, the array factor takes the form of a Dirac-delta function
and equation (A-5} can be reduced to the single integration

dvdu . (A-3)
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—ul o
p o VNN 7% (B, v
nd VT e (A-6)

for arrays with 4 < A\
- § = . The & :
given by ¢ average power radiated per element, P, is thus
_ VI_al -
7 [V ]Jon (Y1 |E (4, )]

Nod ,ﬁ;?ﬁﬁ?‘ﬁ v (A-T)

In acti i

radiated :’(‘:wzfr‘rays (arrays wher'e all elements are excited), the “active”
per element, P, is related to the activ fl " ive

Pality) through ¢ reflection coefficient

2

_ Vi
Pa - E[l - ipa(uﬂ)F] (A'S)

L

where |V[/4Z, represents the availab i

loaded it 1 et e ahe OfaZla le power from each generator that is

ed ¥ - The element pattern is d :

enation ;ag:z::; ]‘:]:]:ter:i oqu one element in the array is excited Z?lze:lla;tlt]he

Drodnes ar “paqswei w;ith thmrgenerat_orimpedances.This type c:l“();Jeraticf:r

produc e]emem.' reflection coefficient P.{0, &} at the terminals of )
» and the element pattern will have a power gain of Hothe

G.lu,v) = directivity x [1 |08, &) (A-9)
which, from the definition of directivity, is given by
G0, ) = —— TE®. O
T i U= le8. 0 . (A-10)

fo [E,(6, &)1 sin 6 db dp

0

Since the radiated power in this case is given by

_wp
P ="z, 1= Ip0. &)1

[V ]2 2
nﬂ£ fu (B, $)|? sin 8 o6 d (A-11)

the element pattern will have the gain

lowZ,
Mo

Ge(e, d)) =

IE.(8, &)

T (A-12)
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E(8, &)1 — jp(u)
A B, v

A
__—.,d
J:\/n 2V — et — v "

dnd

G0, d) = i (A-13)

which can be rewritten as

G.0.4) = =L FO. &)1 — [p, (A14)

where

V-t rE’l(u1 v])':

Fo,¢) = |E,(9, ¢')|2 [[-HTV—?—?—E! dL’i:l

Equation (A-14) relates two conditions of operating the array: passive operation
from which the element gain in direction (8, &) is calculated, and active
operation from which the refiection coefficient in direction # is calculated.
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the required baseband capacity needs to be determined. Various
demand-assigned multiple-access (DAMA) schemes address the second
issue, and a considerable body of work [1}-{3] deals with methods for
sharing satellite broadcast channels. The issue of the baseband capacity
required for transmission of packets arriving over various terrestrial
input lines at an earth station is considered here.

In contrast to teletraffic for which the required number of channels
depends on the number of terrestrial input lines, for packet traffic, a
baseband channel can support a multitude of users through the use of
statistical multiplexing and/or packet switching. A local measure is
described in this paper which, with the use of simple look-up tables,
can determine the baseband capacity requirement. The baseband
capacity allocation algorithm that has been developed is based on the
statistical average of the incoming traffic over terrestrial lines and a
required acceptable queueing delay before transmission over the
satellite link. The algorithm is described in two phases,

In the first phase, the limitation on the processing capability of the
receiving nodes is not taken into account. All the packets arriving
over various terrestrial input lines at a given earth station and addressed
to different earth station destinations are statistically multiplexed and
placed in a common output queue for transmission. Through the use
of the suitable local measure to determine the baseband capacity
requirement, this scheme leads to the best baseband channel utilization,
because it uses statistical multiplexing in the most eftective manner.

The above scheme works well as long as no receiving station
becomes overloaded. As an example, consider a simple case of a
network of N earth stations within a global beam, ecach assigned a
satellite channel of capacity C. Each station then receives data that
could be addressed to it at the rate of (N — 1} x C bit/s. Thus, for a
network consisting of several nodes, it may not be practical for every
earth station to be able to scan the packet headers (to find the packets
addressed to it) at the rate at which they are being received. This
condition of overloading would make the system unstable.

A second capacity allocation algorithm is described which takes into
account the above processing limitation, It is shown that by the proper
use of a single multidestinational channel, the performance of the
second algorithm can closely approximate that of the first algorithm.

The proposed algorithms are simple to implement and permit high
channel utilization (better than 90 percent) with low queueing delays
of the order of 10 to 15 ms. This is a considerable improvement in
performance, as can be seen from Figure 1, which gives the performance
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Figure 1. Average Queueing Delay vs Channel Utilization for the
Packet Traffic Served by a Channel of Capacity 64 kbit/s
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The general architecture at each node consists of several single-
destinational transmit queues and one multidestinational queue. Each
single-destinational transmit queue is restricted to only a specified
maximum number of packets awaiting service, Any additional packets
are routed to the multidestinational queue. A Markoy model is used
to compute the average queueing delay for this system. The traffic is
monitored at each queue, and the number of packets arriving and the
number of packets transferred from each queue to the multidestinational
queue are counted over a predetermined time interval. The Markov
model is solved, with the given grade of service delay requirement
and 100-percent throughput on all single-destinational channels, to
compute the baseband capacity required to serve the incoming packet
traffic. The throughput for each single-destinational channel is defined
as the number of packets arriving for that destination during the service
time of a packet on that channel.

The system architecture is stable against variations in traffic (subject
to total traffic being accommodated in the total baseband capacity
allocated to that transmitting station} as the sum of the overflow of
traffic from single-destinational queues is diverted to the multidesti-
national queue, thus smearing out individua single-destinational traffic
changes. Hence, the system essentially moves from one Markov
description of a certain set of values for capacities (and maximum
queue lengths) for different transmit queues to another set of values,
depending upon the traffic pattern. Whenever the average number of

packets routed to the multidestinational channel from a single-desti-
national queue is not within a predetermined range, either more capacity
for that destination is requested or a certain amount of capacity
allocated toit is relinquished; while the total baseband capacity assigned
to that station remains fixed. Capacity channels to serve the single-
destinational queue are redistributed to assure the grade of service
delay requirement, and at the same time, high utilization of baseband
capacity is maintained.

The baseband reallocation scheme described above works on two
levels. First, when the traffic pattern for single-destinational channels
changes without the total traffic changing beyond certain levels, then
the capacity is redistributed and other nodes are informed of it via a
multidestinational channel. In essence, this procedure of the second
algorithm mimics the advantage of the total statistical multiplexing of
packets (to different destinations) of the first algorithm, within the

constraints of the limitation of the processing capability of the receiving
nodes.
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On the second level, the traffic pattern could change such that the
baseband capacity requirement given by the algorithm could indicate
cither an increase or decrease in the overall satellite capacity assigned
to that node. That information would be relayed to whichever bAMA
scheme is being used. In the second algorithm, more information
is available (through the monitoring of traffic to each destination)
regarding the changes in the traffic pattern. For moderate traffic
changes, the increase in incoming traffic for a particular destination
that warrants more capacity would not increase the queueing delay
significantly because the increase in the overflow would be handled
by the multidestinational channel. On the other hand, if the decrease
in the traffic warrants relinquishing some capacity, it would not cause
significant underutilization of the channel, because the fluctuations are
around the values set at 100-percent throughput (resulting in high
utilization). The above arguments are valid for moderate traffic changes;
when drastic changes occur, the performance degradation in either of
the algorithms described above would be comparable.

Delay analysis

The baseband capacity allocation algorithms described above are
quite general. They are independent of any multiple-access method
and can be adapted to an FDMA or TpDMA scheme. They can be
embedded in either a distributed or a centrally controlled way of
acquiring and releasing satellite channel capacities. For mathematical
analysis, the algorithms are applied to certain specific systems.

For the first algorithm, in which the packets of data (coming over
all the input lines) are placed in a common queue, it is assumed that
they follow a Poisson arrival distribution and are served by a baseband
channel of capacity C. Then, the queueing delay, d, can be obtained
from an M/D/1 model as [4]

AT?

=30 -

(1)
where A is the average number of packets arriving per second, and
+ = b/C is the transmission time with b as the packet size and C as
the server capacity. By monitoring the incoming traffic and determining
the average traffic level, the baseband capacity required for an
acceptable value of the queueing delay can be computed from equation
(1). As the average traffic changes by a certain amount, so does the
allocation of the baseband capacity. In the next section, a numerical
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example is discussed, giving a table for capacity allocation for ditferent
ranges of incoming traffic and for different
delays.

Th.e second algorithm, in which different transmit queues are formed
for different destinations along with a multidestination queune, is applied
t(? a TDMA sy_stem.. In TDMA, each earth station transmits ,a burst of
bits for a spgm'ﬁed tilme, depending upon its allocated satellite capacity
The transmission times of the bursts are carefully controlled so tha£
no t'wo bursts from different earth stations will overlap, Each earth
station accesses the satellite channel every F seconds, wflich is called

the frame period. The frame form . M
: ' at of .
Figure 2. this system is illustrated in

grades of service queueing

i F SEC

BURST FROM
STATION A

PACKET TRAFFIC

. |

L | ' _'>|
MULTIDESTINATION
CHANNELS

SINGLE DESTINATION SATELLITE CHANNELS

Figure 2. TDMA Frame Format
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At each station, the incoming data streams are assembled as satellite
packets with the source and destination encoded in the packet header
and are placed in different transmit queues according to their desti-
nations, provided that the number of packets in the transmit queue is
less than a certain predetermined value. Otherwise, the packet is
placed in the transmit queue of the multidestinational channel. Let C,
be the baseband capacity serving the transmit queue for destination /,
and C,, the capacity allocated for the multidestinational queue. Let b;
be the packet size and A, the average number of packets for destination
I, arriving per second at the earth station. It is assumed that the
packets for each destination arrive with a Poisson distribution. Packets,
or portions of them, are transmitted from each queue during a traffic
burst every F seconds. Let the packet of size b, be divided into r,
number of units, such that one unit is transmitted every F seconds,
where n; is given by

b,:C,'F'n, . (2)

The packet size b, can be adjusted to give integral values to n,. The
number of units in each transmit gueue at the beginning of the frame,
just after transmission, represents the state of the discrete time Markov
chain. The stationary probability distribution for this system exists
and can be computed by solving the following sets of equations:

£
I = gjunfpgj (3)

where TI{ = probability of having { units waiting in the transmit queue
for destination I at the beginning of a frame (just after
transmission)
¢, = maximum possible number of units in the queue at that
time
transition probability of finding j units in the transmit
queuc at the beginning of a frame when there were i units
at the beginning of the previous frame.

f
Py

A newly arrived packet is placed in the muitidestinational queue
whenever it finds m;, or more units waiting in its destinational queue.
The terms £; and m; are related by the following equation:

G=m+m-1-1. 4
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The transition probability matrix P} is a function of m, n;, and the
arrival distribution of the packet traffic for the destination /. P} is first
calculated and then substituted in equation (3), which is then solved
for [1{, 0 = j = ¢,. The average number of packets arriving at the
multidestinational queue is computed by adding the average number
of packets routed from each of the single-destinational transmit queues,

Because packets for each destination arrive with a Poisson distri-
bution, their arrival times are distributed uniformly. Thus, the prob-
ability of a packet arriving between time 7 and r + d¢ during the frame
period F is dt/F; and the probability of that packet finding » units
waiting in the transmit queue for destination / is

al, = E I pi_{0) (5)
i=0

where p!_ () is the probability of (# — i) units arriving for destination
{ in time ¢. The probability that a newly arrived packet for destination
I will be diverted to the multidestinational transmit queue is equal to

my—1

1- D a . (6)
n=>0

The average queueing delay is then given by

mi— | mp—1

_ Fdt -
Df=ff S ln+ DF—ad, +Dyl1 - 2 4 M

o n=0 n=0

where D,, is the average queucing delay for a packet in the multides-
tinational queue, which will be computed by assuming that the sum of
the overflow traffic from various single-destinational queues follows a
Poisson distribution.

The above expressions for probability and delay are applicable when
the baseband capacity serving the single-destinational queue is such
that a packet or a portion of it can be transmitted during one frame
period. When more than one packet can be serviced from a single-
destinational transmit queue during a frame period, the above equations
need to be suitably modified.

In the next section, the above analysis is applied to specific examples
to show that proper choice of values for £; (the maximum number of
units allowed to wait in each single-destinational transmit queue), C,,
and C,;, can produce low queueing delay and high throughput.
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Numerical examples

The baseband capacity is assumed to be available in units of 64-
kbit/s channels. For the permissible queueing delay of 10 ms, the
required baseband capacity is obtained from equation (1) as

A 200)}
=] = — 1 +=—
Cx [ 2 64000(l Ty A

where A is the average packet traffic (in packets per second) input to
the transmit queue and b is the packet size in bits. The expression in
the brackets is rounded to the next higher integer. Table I shows the
capacity requirements for ranges of input packet traffic for an acceptable
average queueing delay of 10 ms.

TABLE 1. BASEBAND CAPACITY REQUIREMENTS FOR 10-MS
AVERAGE QUEUEING DELAY
(Assuming [-kbit packet size)

AVERAGE INPUT TRAFFIC NUMBER OF 64-KBIT/S

RANGE (PACKETS/S) CHANNELS REQUIRED
0-35 1
36-91 2
92-151 3
152-213 4
214-276 5
277-339 6
340-402 7
403-465 8
466529 9
530-593 10
594656 11
657-720 12
721-784 13
785-848 14
849-911 15
912-975 16

The second algorithm is applied to a network of earth stations
accessing the satellite channels via TDMA. Let the frame period be 2
ms. Consider a particular earth station transmitting packets of data to
destination 1. Let C, be the server capacity assigned to the transmit
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queue for destination /. The allocation of capacity C; is determined by
the incoming traffic at this earth station for destination 1. If A, is the
average number of packets arriving per second for destination 7, C, is
determined by demanding that the throughput, p,, be 100 percent,
where

by

=\ : ™=
Br 77f 7 C,

&)

and 7, is the service time for a packet of size b, bits.

Again, assume that the baseband capacity is available in units of 64
kbit/s. Table 2 gives the capacity requirement for ranges of input traffic
around the values given by equation (8).

TABLE 2. BASEBAND CAPACITY REQUIREMENT USING A COMMON
MULTIDESTINATIONAL CHANNEL
{Assuming 1024-bit packet size)

AVERAGE INPUT TRAFFIC NUMBER OF 64-KBIT/S
RANGE (PACKETS/S) CHANNELS REQUIRED
31-93 C
94-155 2C
156-217 3C
218-279 4C
280-331 5C
332-393 6C
3194-455 7C
456-517 8C

The average queueing delay for each transmit queue is computed
from equation (7). It depends upon the maximum number of packets
allowed to wait in the transmit queue and the average queueing delay,
Dy, in the multidestinational queue. D,, can be approximated as

n Pastas F
Dy =P L 9
M0 —pw) 2 ®

where 1, is the service time for a packet on the multidestinational
channel and p,, is the aggregate sum of the traffic intensity from
overflow from single-destinational channels and various thin streams
that do not warrant a separate channel (see Figure 3).
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The maximum number of packets allowed to wait in each transmit
queue and the capacity needed for the muitidestinational channel are
determined by the requirement of the queucing delay for each desti-
nation.

As an example, the Markov analysis has been performed with the
queueing delay requirement of 10 to 15 ms for each of the transmit
queues served by capacity channels of various multiples of 64 kbit/s.
The details of the calculation for one case are presented in Appendix
A. Figures 4 and 5 give performance curves (of queueing delay versus
channel utilization) for traffic served by baseband channels with
capacities of 64 kbit/s and 128 kbit/s. The performance improves for
higher capacity channels. Thus, while maintaining the queucing delay
as low as 10 to 15 ms on all transmit queues (single and multidesti-
national), the above scheme yields a very high aggregate throughput
(=95 percent) for a wide range of traffic scenarios. For example,
consider the packet traffic originating from a node going to four

different destinations. The algorithm computes the baseband capacity
requirement depending upon the incoming traffic to each destination
and concludes that the capacity requirement is C, 2C, 4C, and 8C
(C = 64 kbit/s) for each of these destinations, when a multidestinational
channel of capacity C is available for overflow traffic.

The curve identified as **‘Mixed’’ in Figure 6 shows the performance
for the packet traffic to the destination served by the channei of
capacity C, as computed using the formulas developed in Appendix
A. This compares very favorably with the performance for the packet
traffic on a channel of capacity C, when only single-destinational
channels are available, as shown by the curve identified as **Single-
D in Figure 6. (Note that the Single-D curve in Figure 6 is identical
to that in Figure 1.) If, however, there were no constraints on the
limitation of the processing capability of the receiving nodes, the
packet traffic to all destinations could be statistically multiplexed and
the first capacity allocation algorithm would then give an even better
performance, as shown by the curve labeled ““Multi-D*’ in Figure 6.

MULT}
DESTINATION
CHANNELS

PACKET TRAFFIC

F sec

— — A —

TDMA FRAME FORMAT

BURST FROM
STATION A

SINGLE-DESTINATION SATELLITE CHANNELS

\
e

SINGLE-DESTINATION TRANSMIT QUEUES

MULTIDESTINATIONAL TRANSMIT QUEUE

Conclusion

it is thus concluded that by appropriately using a multidestinational
channel, low delay and high throughput can be maintained for packet
traffic despite processing limitations. This is accomplished by using
the local measures computed by the capacity allocation algorithm
described in this paper.

L

Figure 3. Routing of Packets from Single-Destinational Transmit Queue to Multidestinational Queue
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Figure 4. Average Queueing Delay vs Baseband Channel Utilization
for the Packet Traffic Served by a Baseband Channel of 64-kbitfs
Capacity with the Overflow Packets Served by a Multidestinational
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Figure 5. Average Queueing Delay vs Baseband Channel Utilization

for the Packet Traffic Served by a Baseband Channel of 128-kbitls

Capacity with the Overflow Packets Served by a Multidestinational
Channel
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Figure 6. Performance Comparison of Different Capacity Allocation
Algorithms
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Appendix A. Derivation of queueing delay

Consider a packet communications network in which each node has access
to the satellite every 2 ms. The calculation for queueing delay for different
single-destinational transmit queues is itlustrated by explicit computation for
one case, namely, the single-destinational queue serviced by a baseband
channel of capacity C, where C = 64 kbit/s. The computation for other server
capacities can be carried out along similar lines.

Single-destinational queue serviced by a 64-kbit/s channel

Let the packets be of bit size 1024 arriving at a station for a particular
destination . Let P; be the probability of i packets arriving during one 2-ms
frame period. With the available server capacity of 64 kbit/s, the packet divides
into eight units, such that one unit is transmitted every 2 ms. Further, let the
algorithm specify that when a newly arriving packet finds two or more packets
waiting in the transmit line for destination [, it is diverted to the multidesti-
national queue. The maximum number of units that can occupy the transmit
queue just after transmission of one unit is given by equation (4) as



104 COMSAT TECHNICAL REVIEW VOLUME 13 NUMBER 1, SPRING 1983

L=+ (m—2)=22 . (A-1}

t]%)lzl S;l[l?slltutlng the val.ues for the transition probabilities in equation (3), the
owing sets of equations for stationary probabilities I, can be obtainecl"

HO:HDPD+H|P0

I, = ILP,

Hz = H3P0

I, = H-J)u

i, = I1,P,

I; = [P,

II, = H7P0

I, = 1P, + ILP,
Il = ILP, + P,

I, = HIOPD + TP,
I, = Im,P, + 1P,
H][ = H]JPO + II4P]
I, = M,P, + ILP,
n, = P, + 1P,

s = 1L + M1 — Py + 11 - Py - P)
Hle=H17+H9(1 - Py + IL(1 - P - P)
Hl?=HlB+H10(1 —Po)+Hz(1 —PD‘PI)
H]8=H]9+Hll(] - Py + II,(1 - £ -P)
H19=H20+H|2(1 — Py + 1 - Py = P)
Iy = I, + M1 — Py} + TI{1 - P, - P)
I, = 1I; + I, = P} + Tl - P -P)
I0,, = (1 - P + II,(1 — P, — P) (A-2)

The above sets of equations are solved to obtain I1/s; e.g.

P+ 8(1 — Po(1 + P§) - 8P,PY8 — 7P,

(A-3)

I,

;I‘he average number qf packets transferred to the multidestinational queue
tom the above transmit queue during one frame period (F) is given by

Ao = M F — Q;gii@ (A4)

where. A, is the average number of packets arriving per second. The average
queueing de[ay 1s-then obtained as a function of the incoming traffic and is
given by substituting the values for II's in equation (7).
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Take the incoming traffic for destination I to be such that
A= 1 {A-3)

where 1, is the service time for a packet. From equation (7), average queueing
delay is obtained as

D' = (5.4F + Dy~ ATM’ (A-6)
I
where X, as computed from equation (A-4) is given by
Mg = (018, . (A-7)
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Abstract

An analysis of third-order distortion components arising when video and
audio multiplexed signals frequency modulate an RF carrier in a satellite system
is presented. Composite baseband signal and distortion spectra are derived,
and the signal-to-distortion power ratio is evaluated. Preemphasis and delay
equalization effects are shown to significantly enhance the signal-to-distortion
ratio. Suggestions regarding preemphasis and filtering are offered, and nu-
merical examples and computer results are given.

Introduction

The transmission of television and sound multiplexed signals in
band-limited FM systems has been examined [1]-[4]. The evaluation
of television and sound distortion in those systems was performed
either experimentally or numerically in some cases. However, an
analytical tool may be needed to assist in calculating the distortion as

This paper is based upon work performed at ComsaT Laboratories under
the sponsorship of the International Telecommunications Satellite Organization
(INTELSAT).
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a function of frequency overdeviation, filter characteristics, and other
parameters.

This paper discusses both the analysis and some synthesis aspects
of band-limited FM systems in terms of distortion of the modulating
television and sound multiplexed signals. This problem arises in satellite
communications, where it may be desirable to transmit within half a
transponder bandwidth a color Tv signal and two high-quality sound
channels (or several sound channels of overall equivalent bandwidth).
The Tv and sound signals are first frequency-division multiplexed, and
these signals then frequency modulate a common RF carrier. The
frequency deviation of this carrier should be as large as possible to
maximize the signai-to-thermal-noise ratio for a given satellite tran-
sponder power. However, the distortion arising because of the band-
limited frequency range poses an upper bound to the carrier frequency
deviation.

Figure 1 is a block diagram of the system investigated. The tran-
sponder is assumed to operate in the linear region, and hence is
represented by a filter (incorporating the earth station filters, if any).
The total carrier frequency deviation is determined both by the Tv
signal amplitude, r;, and by the audio subcarrier amplitode, r,. In the
figure, x(#), ¥(1), and z{#) represent the Tv chrominance waveform, the

TV luminance waveform, and the FM audio waveform, respectively.
The following assumptions have been made:

a. The TV input is assumed to be a test signal, such as an NTSC
color bar.

b. The aundio -subcarrier is modulated by a single tone whose
frequency is identical to the overall audio bandwidth.

¢. The composite baseband modulating signal is considered to
be deterministic.

d. The FM modulators and demodulators have ideal character-
istics.

e. The equivalent transmission link filter is considered to be
linear and symmetrically conjugate.

f. The demodulated output is obtained as a Maclaurin series
expansion {5], and only the third-order distortion component is
computed.

£. The composite #M carrier modulation index is assumed to
be relatively small, so that the Maclaurin series converges.

A. The input Tv signal is expanded into a Fourier series,
disregarding the Tv half-field frequency spectral lines.

-

SIGNALS 109
DISTORTION OF TELEVISION AND SOUND MULTIPLEXED

MODULATOR

FREQUENCY DEVIATION AF
FM CARRIER

Fi CARRIER
DEMODULATOR
Multiplexed Signals

_Limited FM Systent Modulated by TV and Audio

55
& £
E5 — <3
o el [ et
< 3 &0
uﬁ + 20
2 2 z =
"o * =B
= = _
' -

MODULATION INDEX B

Figure 1. Band



110 COMSAT TECHNICAL. REVIEW VOLUME 13 NUMBER I, SPRING 1983

{. The distortion term is considered to he independent of the
thermal noise. Thermal noise cffects are not included in the
analysis.

An appropriate composite baseband signal representation is given,
and the third-order distortion spectrum and power are derived, Higher
order distortion components are disregarded. The ratio of signal to
third-order distortion power is chosen as a basis for performance
criteria. Certain synthesis aspects of preemphasis networks and filter
equalization are discussed. Finally, several numerical results, based
on a relevant computer program, are presented.

Compesite baseband signal representation

The composite baseband signal is assumed to be composed of three
parts: Tv luminance, Tv chrominance, and a frequency-modulated
audio subcarrier. To enable the calculation of distortion power, the
Tv luminance and chrominance components are expanded into a Fourier
series, while the frequency-modulated audio subcarrier is represented
by the appropriate Bessel function coefficients. The Tv test signal, to
be discussed, is assumed to be a color bar [6]. Other forms of repetitive,
piecewise constant level test signals may be treated in a similar manner.,

The luminance waveform y(r) can be approximated by

N

() = diexp (jko,t) (D
k=-N

where d;, fork = ~N, - N + I, ..., N, is the kth Fourier series
coefficient, and w, is the TV line scanning frequency. The value of N
is determined by the luminance bandwidth.

The Fourier series coefficients are

I Tei2
de = =~ f Y exp (- jkw, 1) dt,
T,

~Ii/2

k=—-N,-N+1,.. N . )

Replacement of y(¢) in equation (2) by the piecewise constant level
luminance waveform yields

1 & : ;
di=57 E. Celsin (kw;3p) ~ sin (kw,yp)l
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+j[COS (k(l)[ae) — COS§ (kml,ve)]}s
k=-N,-N+1,...N 3)

= 1.2, ..., P,are the luminance levels

, and &p, for £ - |
Wh; rtehgf ’izlftial andgﬁnal timing instants, respectively, as shown in
an

| . i i i nt
Fl'gI‘l;]ree c211rominance waveform x(f) is composed of O piecewise consta
amplitude phasors:

)
x(0) = 2. {1 cos (st + &),
) i=1
iy <t=9 @
S{1) =1 0: otherwise
P = are the chrominance
;G ,—,andB,—.fort—l,Z',...,Q, .
thererji)gr %hayses, levels, and timing nstants, rt.espcctlvcly:fas Sl;s(\:;n
S: FCiZure 2. and wy, is the chrominance subcarrier angular freq .
1 s

Thus, S{7) is the envelope of the ith color phasor.
Equation (4) can be rewritten as

M
0=} 3 berexplitko, + sl

+4 § b, exp [itkoy — @5 }] (5)

k=M

signal bandwidth,

hrominance
where the value of M depends on the ¢ are derived from

and the Fourier series coefficients b, and b;_
transformed chrominance waveforms by

Q
bev = LN [E SAn exp(jcba] exp (—jkw. 1) dt

rdorLi=t

Q -
b =& J " [Z S,(t)exp(—jﬁb;)] exp (—jkort) dt
- L dorn L=l

k= -M, -M+1,...M . (6)
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Inserting the expressions for §{7),{ = 1, 2, . . ., @, given in equation
(4), into equation (6} yields

14
by = 5o 3 cdlsinboud, ~ &) = sin (kory, — &)
+ jlcos (kwd; — &) — cos (koyy — $)l,
k= -M,-M+1,...M (7)

Since the waveform x(#), given in equation (3), is real, b,_ is the

complex conjugate of b, .
The total composite baseband signal m(r) is

N M
mit) = r |:k=ENdk exp (jkw, ) + % {k;M bi. exp [fws + ko )]

M
+ k=2_M by, exp [j(— ws + kmL)t]}]

B+1

r .
+3 JuB)Hexp [f(ws: + ko)
k= SR+ 1)
+ exp [J(— w5 + ko)t {8)
., B + 1, is the Bessel function

where J,(B), fork = - (B + 1), - B, ..
of the first kind and order k: B and wg, are the frequency modulation

index and angular frequency, respectively, of the audio subcarrier;

and w,, is the ratio angular bandwidth.

The composite baseband signal m(s), given in equation (10), may be
rewritten more briefly as
m(e) = 2, agexp (jou) 9)

where qa,, w,, and & are given in Table 1.
The preemphasis network transfer function H,(f) is approximated

? by
]
_ T+
B = 1Tk

(10
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where £, and f
P w are
respectively. the lower and upper break point frequenci
encies,

TABLE 1. P
. PARAM
ETERS a;, w; AND % IN ComrostTg BASERA
ND

METER L
[ARA T UM]I Dt B( ARRIER
ANCE H OMINA CE ’
N C C R N M AU 0] S

M éribki—s
o & Enb 1)
£i))
Range of & ” T+ ke *ag o+ &
— W82 ),
Upper Limit N "
M
B+1

Lower Limit
-N
-M

The overdeviation V may be defined
as

V& 2010g AF
AF

o

(11)

where the carrier
i requency deviati .
signal and . 1ation AF is d .
accordi preemphasis parameters, and AF i etermined by baseband
mg to Carson’s rule. - 18 the fl'equency deviation

Third. i
hird-order distortion components

The third-order di .
1stortio
angle modulated signal is [5? romponent Da(1) of a linearly filtered

Din= Lol
(8 T { fa YOl — 7) - (P a’T} (12)

-
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pass equivalent) filter impulse response, and

W 2 f (@) bt — 7) dr (13)
0

The derivative of the phase-modulating signal ad(1)/ar is assumed to
be the preemphasized composite baseband signal m,(f), derived from

equations (9) and (10) and Table 1 as

LEII) o o) (14)

dd{1)
=m0 = AT
The summation in equation {14) is performed for all possible values of
k, which are given in Table 1.
The term D,(f), given in equation (14), is the third-order distortion
component at the input to the deemphasis network, shown in Figure
1. Performing the partial differential in equation (12) and using the left-

hand equality in equation (14) yield
=2Dy(0) = f Ty b2t — T) m(t = 7) dr
0

U R
a g

~240) [ Y08l Dmytt ) dr
0

sl t
+ 2y 22 (15)
at

where (1), determined from equations (13) and (14) by operating in

the frequency domain, is

a, [1 + j(filfy)] .

= L=l Teex t
Ry T T M

k

(16)

The term ay(s)/t is the filtered preemphasized baseband signal (not
containing any FM distortion), and T; is the complex (low-pass
equivalent) filter transfer function at frequency f;, namely
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ka = |ka| exp I:_zﬂj (T()fk + LfkTg(f) df):l

The variables 7, and 7,(f) are the filter c
onst
ety o nstant delay and group delay,
SUbE.‘:tltutl.Ol] of eq_uations (14) and (16) into equation (15) and repeated
operatl_ons in the time and frequency domains yield the third-order
distortion spectrum G,,(f) at the output of the deemphasis network:

1 .
o) = g LS LE P8 fo) (17)

JL)( f)( S £
[ In Ji .
g( ) (1 B) (re7) (1)
A A

A
Ve =T — Ul + 200, T — 200, 1 (19)

where

P

(18)

and wl_lere fi = fi + f. + f;, with the range of # and { identical to that
of k, given in Table 1. The triple sum in equation (17} is performed for
all luminance, chrominance, and ¥M audio subcarrier components of
the_ basebanq signal. The parameters a,, a,, and g;, are the Fourier
series coefﬁcnents of the composite baseband signal, and P represents
preemphasis and deemphasis effects. The term Iy, defined by equation
(19), depends solely on the filter characteristics, and its value wouid
Itj[fj rz;ero dlf tgg tﬁlte'r were ideal. Thus, the discrete components of the
-order distortion spectrum iti inati
(id-order flmquencypmrms' are generated as additive combinations
In this a_nalysis, the third-order distortion power at the output of the
deemp.hams‘network is chosen as the basis for a performance criterion
The distortion power Pp,(Af,) within a specified positive frequencg;
range may be derived from equations (17) through (19) to obtain

2

P - _ dpd,d;
plAf,) = 3.2 X 10 4% ;;Eﬁprg (20)

f3=const

with fz € Afg.
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Thus, only combinations of k. n, and i resulting in f5 being in the
frequency range contribute t0 the value of Pp,(Af,) in equation (20).
The spectral components are added vectorially at a given frequency
while scalar addition is performed over different frequencies.

The useful signal s(¢) at the receiver output is given by the first term
in the Maclaurin series

() =j @ mt ~ds = Salfiesplod) - @D
1]

If group delay equalization is introduced, s(¢) is undistorted.
The signal power Ps(Af,) within the positive frequency range Af,
obtained from equation (21) is

Paf) =1 2 i Tl (22)

with fk € Afg
The signal-to-distortion ratio within any frequency interval can thus
be evaluated by means of equations (20) and (22).

Preemphasis and equalization effects

In equation (20) the third-order distortion power is composed of
products of the form A P 'y, where P and Ty are given in equations
(18) and (19), respectively, and A is defined as

A L Ll 23
Ff (23)

The complex value of the product A P T'¢ depends on the combination
(k, n, i} as follows: Whenever some of the indices k, n, and i indicate
luminance terms, the value of A is relatively large because of the
smaller values of the frequencies in the denominator of equation (23).
(Luminance component frequencies are usually much smaller than
chrominance or FM audio subcarrier spectral frequencies). However,
at those combinations of (k, n, i) and the related frequencies, the value
of T'g is relatively small. (The departure of filter charactetistics from
ideal ones is relatively small at those frequencies.) Whenever f5 1s
derived only from chrominance or audio terms, the value of A is




118 COMSAT TECHNICAL REVIEW VOLUME 13 NUMBER 1, SPRING 1983

relatively small [involving larger values of £, or f; in equation (23)].
However, at those larger frequency combinations, the value of I ¢ may
be relatively large because of larger deviations from ideal filter
characteristics.

The amount of distortion power arising from contributions by the
luminance components can be decreased by increasing the preemphasis
upper break point frequency f,, with decreased lyminance amplitude
levels resulting. This increase in preemphasis amplitude range may
also be desirable for purposes of chrominance signal to thermal noise
improvement and convergence of the Maclaurin series [3] by achieving
a smaller composite frequency modulation index.

Equations (17) and (19) show that improved group delay equalization
within the equivalent baseband frequency range may considerably
decrease the value of I’ ¢ arising from luminance term contributions.
Hence, whenever the luminance components contribute (¢ the domi-
nant distortion terms, it may be desirable to increase the preemphasis
amplitude range or improve the filter delay equalization, as explained.

Numerical examples

The equations presented in the preceding sections have been imple-
mented by means of a digital computer program. The Tv test signal
was chosen as an NTSC 735-percent color bar [6]. The TV line scanning
frequency, f,, and the chrominance subcarrier frequency, fs,, assumed
the values of 15,75 kHz and 3.58 MHz, respectively. The audio
bandwidth, f,,, was 35 kHz, and the audio subcarrier frequency, fs.,
and modulation index B were assumed to be 6.6 Mz and 3, respec-
tively. The preemphasis lower break point frequency, f,,, was 120 kHz.

Since the filter has been assumed to be symmetrically conjugate,
group delay values for either positive or negative frequencies (or
average values) were used in the computer runs.

Tables 2 through 4 show values of the signal-to-third-order distortion
ratio Ps(Af, Y Ppy(Af,) calculated by the computer program for various
combinations of the following parameters:

. overdeviation v,

ratio r\/r; of Tv and FM subcarrier signal amplitudes,
. upper break point frequency f,,

type of filter, and

type of group delays.

mRS T
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TABLE 2. SIGNAL-TO-DISTOGRTION RATIO WITHIN FM AUDIO
SUBCARRIER RANGE: PREEMPHASIS AND EQUALIZATION EFFECTS
(v = 6 dB, and r/r, = 20 dB)

PP, (dB)
20-MHz 17.5-MHz 17.5-MHz
FILTER, FiLTER, FILTER,
AVERAGE- NEGATIVE- POSITIVE-
fu FREQUENCY FREQUENCY FREQUENCY
(MHz) DELAYS DELAYS DELAYS
0.57 59 —-10.9 15.8
2.5 21.3 8.3 18.7

TABLE 3. SIGNAL-TO-DISTORTION RATIO WITHIN FM AUDIO
SUBCARRIER RANGE: QVERDEVIATION AND BASEBAND LEVEL

EFFECTS
(17.5-MHz filter, positive-frequency delays)
rir; £ Ps’an]
v (dB) (dB) (MHz) (dB)
6 10 0.57 21.2
12.8 20 0.57 2.2
12.8 20 2.5 5.1

TABLE 4. SIGNAL-TO-DISTORTION RATIO WITHIN TV FREQUENCY

RANGE

(v = 6dB)
FILTER AND ridry fu PPy,
GROUP DELAY (dB) (MHz) (dB)
20-MHz, Average Frequencies 20 0.57 34.5
20-MHz, Average Frequencies 20 2.5 53.1
17.5-MHz, Positive Frequencies 20 0.57 589
10 0.57 45.1

17.5-MHz, Positive Frequencies

The comparative values of signal-to-distortion ratio for the 17.5-MHz
filter are 35 dB larger than those given in Tables 2 through 4 because
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of a difference in frequency deviation scaling between the Fm systems
employing the two filters,

The numerical results indicate that a considerable increase in the
signal-to-distortion ratio may be achieved either by reducing the group
delay within the equivalent baseband frequency range, or by an increase
in preemphasis amplitude range, or by a combination of both.

Conclusions

A third-order distortion analysis and certain synthesis aspects of
satellite band-limited FM systems carrying television and sound mul-
tiplexed signals have been presented. Composite baseband signal and
distortion frequency spectra were derived, and signal-to-distortion
ratio expressions were obtained. Computer results indicated that, in
some cases, a considerable improvement in signal-to-distortion ratio
can be achieved by increasing the preemphasis amplitude range or
improving filter group delay equalization (or by both methods).

This study has assumed that the third-order component in the
Maclaurin series is the major distortion term and thus can adequately
approximate the overall distortion. However, the theory presented
here may also serve as a basis for evaluating a fifth-order distortion
component.
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Maritime communications satellite
tn-orbit measurements*

M. BARRETT aND K. FULLETT

(Manuscript received October 1, 1982)

Abstract

This paper describes the measurement equipment used to make in-orbit
tests of the Maritime Communications Subsystem (Mcs). The Mcs is a
communications package added to INTELSAT v satellites (F-5 through F-9) to
provide maritime communications to INMARSAT. The measurement techniques
and objectives are described.

The optimum operation of the equipment and performance of the in-orbit
tests requires the use of a sophisticated computer control and monitoring
system and of software developed for this purpose. A description of this
computer system is however beyond the intended scope of this paper.

Introduction

In 1982, the first of a new series of maritime communications
packages designated as the Maritime Communications Subsystem (MCS)
was launched as part of the INTELSAT v satellite program. In-orbit
testing of this additional satellite capability has been performed with

* This paper is based upon work performed at ComsaT Laboratories under
the sponsorship of the International Telecommunications Satellite Organization
(INTELSAT).
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equipment developed and built by CoMSAT Laboratories and installed
at carth stations at Fucino, Italy, and Yamaguchi, Japan.

Test complexity and time constraints make it virtually essential that
the in-orbit tests be carried out using computer controlled cquipment.
Accprdingly, in parallel with the development of the rF and analog
equipment described in this paper, a major program of software design
and development was undertaken.

Maritime communications subsystem description

The MCS pcrf(_)rms the same functions as the earlier MARISAT system
[1], but s .de51gned to handle the growing demand for maritime
communications. Enhancements over the MARISAT system include
increased bandwidth and improvements in G/T and e.i.r.p. for the
satellite and shore stations.

Commun_ications between the six existing INMARSAT shore stations
and the ship terminals, which currently exceed 1,000, are carried in
the 6_—, 4-, 1.6, and 1.5-GHz bands. The specific frequency capabilities
required of the MCS system and thus, of the in-orbit test equipment,
are

Shore-to-satellite up-link: 6,417.5-6,425.0 MHz
Satellite-te-ship down-link: 1,535.0-1,542.5 MHz
Ship-to-satellite up-link: 1,636.5~1,644.5 MHz

Satellite-to-shore down-link: 4,192.5-4,200.5 MHz

Other system parameters are:

Ship L-band G/T: —4 dB/K
Ship L-band e.i.r.p.; 36 dBW
Shore C-band G/T: 32 dB/K
Shore C-band e.i.r.p.: 70 dBW

The satellite parameters specified to the spacecraft contractor are

L-band G/T: —-15 dB/K
L-band e.i.r.p.:  32.6 dBW (high-power mode)
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C-band G/T: —17.6 dB/K
C-band e.i.r.p.: 20 dBW (saturated)

Test requirements—measured parameters

In-orbit tests are made as soon as practical after launch to determine
how well the spacecraft has survived the stresses of launch and to
compare spacecraft performance with prelaunch data. The nature and
number of tests performed are limited by the technological limitations
of in-orbit testing and the desire to place the satellite in commercial
operation. However, high resolution and accuracy are required to
detect any changes that may impact communications performance.

Measurement procedures developed over a number of years guar-
antee that all the needed parameters can be determined to the desired
accuracy [2]-[5]. With the increasing complexity of satellites, the
number of tests to be made would be overwhelming without the use
of computer-automated measurements that permit greater in-orbit
measurement speed.

The initial set of measurements to be made on the MCS consisted of
the following:

C- to L-Band Transponder L- to C-Band Transponder
® e.i.r.p. with a 10-carrier ® cirp.

up-link o G/T
o G/T

® .0 frequency
® Lo frequency

® NPR

For both L- to C- and C- to L-band transponders, the spacecraft is
required to transmit a minimum e.i.r.p. at the edge of its coverage
pattern for a given up-link flux density. For the C- to L-band tran-
sponder, the e.i.r.p. is the sum of 10 equal power carriers.

The G/T measurement determines the difference between the space-
craft receive antenna gain (in dB) and the effective spacecraft noise
temperature, measured in dB relative to 1 K, for both L- to C- and C-
to L-band transponders.

The Lo frequency measurement determines the frequency of the
spacecraft local oscillators. The NPR measurement, which is made only
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on the C- to L-band transponder, is a measure of the linearity of the
solid-state L-band transmitter.

Test set description

The maritime transponders can be tested in orbit from earth stations
at Fucino, Italy, or Yamaguchi, Japan. Nominally identical sets of test
equipment have been installed at both stations.

Figure | shows the equipment racks installed at Fucino. This
equipment, when operated in conjunction with its associated C- and
L-band antennas, low-noise receivers, and high-power transmitters
(Figure 2), generates and transmits the required up-link signals, and
receives and processes the resultant down-link signals.

The nominal levels and frequencies of these signals (for the e.i.r.p.
compliance tests performed at the Fucino station) are shown in Figures
3 and 4 for the C- to L- and 1- to C-band transponders, respectively.

Figure 5 is a block diagram showing the essential functions of the
RF measurement equipment. These functions are provided for both C-
and L- and L- to C-band transponder tests.

As shown in Figure 2, separate high-power transmitter amplifiers
and low-noise receivers are provided for the C- and L-band frequencies.
The two antennas, for C- and L-band, are both diplexed to provide
transmit and receive functions. The rest of the test equipment, that is,
the signal sources, processors, and measuring instruments, is used for
both C to L or L to C tests, since only one transponder is tested at a
time.

C- to L-band transponder test set

In Figure 5, source A represents three different signal sources that
generate signals in a band at 6,421 = 3.75 MHz. These signals may be
a single carrier, up to 10 carriers, or a band of noise that can have a
3-kHz-wide notch inserted. These three signals may be digitally tuned
across the 7.5-MHz-wide maritime communications band. Provision
exists to measure and monitor the up-link power and spectrum, and
to count the frequency.

The corresponding down-link signal (at 1.5 GHz), after low-noise
amplification, is mixed with the up-link signal in mixer M. For a single-
carrier up-link, the mixer output frequency is the spacecraft local
oscillator (at about 4,882.5 MHyz) and is counted,
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Figure 1. MCS 10T Racks

A signal from source B may be injected Ln}tlo tkl:e1 inp;lltwoi:j (t)l::nl?i\;fl;
i is si i 27 kHz below
i lifier. This signal is tuneq to .
rs‘io l:;l a?ﬁese two signals share an identical path through arfrzqtﬁzﬁcg
djwn-‘converter pc to the input of the 1.0.7-_MHz proce:ss.orlzhe uch
ed to measure down-link power, and lS.dlSCUSSSd later.1 e dov,
iliilk signal can also be measured and monitored on the selec

meter, spectrum analyzer, and counter.
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Figure 2. MCS IOT Earth Station Equipment
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Figure 3. Power Levels for C- to L-Band Transponder e.i.r.p. Test
(10 Carriers)

L- to C-band transponder test set

For the L- to C-band test set, source A in Figure 5 provides a single
up-link carrier at 1,640.5 MHz. This signal may be digitally tuned across
the 7.5-MHz-wide mMcs bandwidth. Provision exists to measure and
monitor the up-link power spectrum and frequency.

The corresponding down-link signal (at about 4.2 GHz) is mixed
with the up-link signal in mixer M. The mixer output frequency, which
is independent of the up-link frequency, is the spacecraft local oscillator
frequency (at about 2,556 MHz) and is counted.
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Figure 4. Power Levels for L- to C-Band Transponder e.i.r.p. Test
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Figure 5. Functional Block Diagram of Transponder Test Equipment
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A signal from source B may be injected into the input of the Jow-
noise amplifier. This signal is tuned to 27 kHz below the down-link
signal. These two signals share an identical path through a double-
conversion frequency translation (in DC) to the input of the 10.7-MHz
processor for down-link power measurement. The down-link signal
can also be measured and monitored on the selective level meter,
spectrum analyzer, and counter.

10.7-MMz proeessor

The 10.7-MHz processor is used in conjunction with other compo-
nents to accurately measure down-link received power, and thus, by
further calculation, spacecraft e.i.r.p.

The actual down-link power received from the spacecraft is about
— 115 dBW and is not directly measurable. The measurement principle
used is illustrated in Figure 6.

\W\L

10.7 MHz 107 MHz

RN

BPF A
e

-

INJECTED CARRIER”

D/L SIGNAL e

INJECTED B
CARRIER

SOURCE B

NETWORK
() 027 MHz  ANALYZER
g

1
|
|
|
|
!
1
|
1
|
|

10.7 MHz PROCESSOR

Figure 6. Down-Link Power Measurement

A cw signal, known as the injected carrier, from synthesizer source
B is coupled into the down-link receiver chain at the antenna flange.
Its frequency is set precisely to 27 kHz less than the down-link carrier
frequency. Since the injected signal couplers can be accurately cali-
brated, the level of the injected signal can be determined from the
power meter, PM.

The injected and down-link signals both pass through the low-noise
ampliﬁer, down-converting mixer, and subsequent filter. The two
stgnals, now at 10.7 and 10.727 MHz, respectively, are then separated
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by filters into two paths. The 10.727-MHz (down-link}) signal is further
down-converted to 10.7 MHz, and the two signals, Py; and Py, , now
both at 10.7 MHz, are measured (in power) at the input ports A and
B, respectively, of a dual channel network analyzer. The analyzer then
determines the difference P, — Py (in dB) of the two signals. This
difference, designated as Na, taken in conjunction with the power
meter reading PM and the network analyzer offset 0s (to be discussed
later), determines the down-link received power. The power level of
the injected carrier into the LNA is made comparable to that of the
down-link carrier, and both signals must be low enough to ensure that
the L.NA and mixers are operaling linearly. Nominal power levels for
down-link signals are shown in Figure 6.

The network analyzer offset 0s allows for the insertion loss difference
between the down-link and injected signal paths, from the injected
signal coupler output to the two network analyzer inputs. This loss
difference results primarily from the coupler, filters, and mixer in the
10.7-MHz processor. The offset is measured by turning off the up-
link (and thus, the down-link) signal and tuning the injected carrier
source at a constant power level first to the down-link frequency. and
then to the ‘“‘injected carrier’” frequency, 27 kHz lower. At each
frequency, one of the two network analyzer inputs A and B receives
10.7-MHz power, P, and P,, which is measured. The difference
between the two measured powers is the desired offset, os, which is
defined by 05 = Pz — P,.

The 10.7-MHz processor is required to measure and compare signals
separated by only 27 kHz. For this reason, and to ensure good signal-
to-noise ratio, the measurement bandwidth is onty 3 kHz. This imposes
a tight tuning accuracy requirement on the down-link receive channel
tuning.

Down:link receive channel tuning

The 10.7-Hz signal processor has a bandwidth of only 3 kHz, which
is imposed by other MCS test requirements. Consequently, the down-
link frequency must be known to within 1 kHz or less to select the
correct local oscillator frequency for the down-link frequency down-
converter.

Usually, the down-link frequency is not known to 1-kHz accuracy
because even though the up-link frequency is known to high accuracy,
the spacecraft Lo frequency is only accurate to within +49 kHz (for
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Cto L; +£25.6 kHz for L to C). The spacecraft Lo frequency must,
therefore, be measured to high accuracy before the down-link receive
channel can be tuned. Measuring the spacecraft Lo frequency is part
of the MCS test requirement, and the same measurement technique and
equipment are used before any down-link receiver tuning and power
measurement is made.

Measurement procedures

The accurate in-orbit measurement of $pacecraft RF power param-
eters depends on an accurate knowledge of the following:

a. up-link transmitted power,
b. down-link receiver power,
c. earth station transmit and receive antenna gains, and

d. injected signal coupling level at the earth station receive
antenna flange.

These parameters are required at both C and L transmit and receive
frequencies; there is a total of four frequencies. The spacecraft power
measurement uncertainty will be the sum of at least the uncertainty
of the relevant parameters listed above.

As discussed in the subsection entitled **] - to C-Band Transponder
Test Set,”” before any down-link power measurement can be made
using the 10.7-MHz processor, the down-link down-converter local
oscillator must be precisely tuned; this requires knowledge of the
spacecraft local oscillator frequency.

Spacecrait local oscillator frequeney

Figure 5 shows that when the up-link signal is mixed (in mixer M)
with its returned down-link, the mixer output is at the spacecraft Lo
frequency. To measure the Lo frequency, the injected signal from
source B is turned off, a single cw carrier is transmitted, and the mixer
output is counted by the microwave counter. The computer printed
output for this measurement will be typically as shown in Figure 7.

Whenever the spacecraft Lo frequency is needed for down-link
receive tuning for other measurements, it is automatically measured
under computer control, and the measured value is then used to
compute the appropriate earth station Lo frequency.
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Figure 7. Computer Printout of Typical Spacecraft LO
Measurements

Spaeecraft e.i.r.p.

Before the e.i.r.p. is measured, thg appropriate spagetcrlafttull;z
frequency is measured, and the result is us‘ed to .appr(r)p‘rla g 3\; e
the down-link receive system. Spacec.:raft e.i.r.p. IS‘ measurﬁ ith &
known flux density, which is established at the spacecra
am’ic";\l:asingle-carrier flux density_ at the spacecraftbandh tt;gulé}\)‘;il:lr;(
power meter reading on pml in Figure 5 are related by the :

FD = e.i.[.p.,, — SF
=pMml + C, + G, — sF — 30

where Fp = flux density ({BW/m?)
e.i.r.p.,, = up-link e.i.r.p. (dBW) i
SF = spreading factor ;Bl()) log (4w D?)
= ing of PM1 (dBm
PN(l?], = lt;(:)a;l(i)ll[;ﬁg level (dB), taken as a pc_)sitive number
G, = earth station transmit antenna gain (dB)
D = distance to spacecraft (meters),

. . . are
The single-carrier spacecraft e.i.r.p. and the instrument readings ar

related by
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e.i.r.p.sfc = Prec - G2 + PL
=pM2 - (L, +PL— G, + NA — 08— 30

where e.i.r.p.qc = spacecraft e.i.r.p. (dBW)
P.. = received power at carth station antenna flange
{dBW)

(7, = earth station receive antenna gain (dB)

pL. = down-link path loss = 20 log (\/4mnD) (dB)

PM2 = reading on PM2 (dBm)
C, = sum of coupling factors C,, C, (dB) taken as a
positive number

NA and 0s are defined in a previous subsection

A = wavelength of down-link (meters).

For the L to C measurement, a single cw up-link carrier power
level is specified and established, and the down-link power is then
measured as described earlier. When operated under computer control,
the L to C e.i.r.p. data output is typically as shown in Figure 8.

Flus-Eirp Heazurenents

S-CiF1
E/SIFUCINO
Dare:B7-19-1982
Time111:58:%% GMT N
E/S is :3.42°FE of S.S5., point
E<S is 16.39°N of 5.5. point
Configuration:L o C
Receiver:i

Ust Calibration Factor t~164.5 dB Atteruator:OUT

D/L Calibration Factor ¢ 25.8 dB THTR:A

COMMENT: MRRISAT £ 1 TESY

UsL Freq Pup Pinj H-A F.D. E.i.r.p.| DL Freq TIME
EMHZ [dBm} [dEm] [dE] [dBEk/m2)]| [dBW) [HHz] [GMT)
1642, 4180 -11.¢6 -9.5 -11.2 ~116.8 +14.3 419E.9061 12:05:47
1642,4160 -11.,6 -9.3 -11.8 -116.1 +14.5 4198.9061 12:25:55

Figure 8. Computer Printout for Typical Spacecraft Flux-e.i.r.p.
Measurement, L to C, | Carrier

It is specified that the C to L e.i.r.p. be measured with 10 equal
amplitude carriers passing through the transponder. The 10 carriers
conform to an established frequency plan; therefore, after the appro-
priate 10 carrier up-link power is established, both the down-link
receive chain and the injected carrier are tuned to place one down-
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link carrier and the injected carrier into the 10.7-MHz processor. The
down-link power measurement permits calculation of the e.r.r.p. of
the individual carrier. Then both the down-link receive chain and the
injected carrier are step tuned to place the next down-link carrier and
the injected carrier into the processor for measurement. After stepping
through and measuring all 10 carriers under computer control, the
summed e.i.r.p. is computed; a typical computer printout is shown in
Figure 9.

More extensive measurements may be made as the up-link power
and frequency, under operator control, may be changed, thereby
enabling gain transfer characteristics and frequency response to be
determined.

Ten Carrier Eirp Measuremsmtc

§/CiF1

E/SIFUCIRD
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18 |6422.62%5@|-22.8 -8.2 |-27.1 -1B3.8| +5.1 1539.6190|10:46: 18 +15.1
Figure 9. Computer Printout for Typical Spacecraft e.i.r.p.
Measurement, C to L, 10 Carriers
&T

A figure of merit of signal reception capabilities of the spacecraft is
the G/T ratio, which when expressed in dB, is given by

G/ITdB) =G, - T,
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where G, is the spacecraft receive antenna gain in dB and 7, is the
equivalent noise temperature at the spacecraft receive antenna flange
in dB relative to [ K. This noise temperature includes all contributions
within the spacecraft, as well as noise sources in the antenna field of
view. (In this case, the antenna sees the earth whose noise temperature
is 300 K.) Figure 10 shows that if G, is defined as G, + Gy, and 7, is
the equivalent noise temperature contribution at plane B because of
the noise from the spacecraft alone, then since G, = G, + Gy and
Tb = Ta’ + GE,

Ga - Tﬂ = Gb o Tb . (])
A B
[ t
| | EARTH STATION
| | | | RECEIVER
) : (I S| |
! | | '
[ !
[ ' | |
GAIN G ' LG ! '
¢ I T IGb~"'|
' | | |
|
I | | |
TEMPERATURE T, —=| | [T —=
LS A \ ]
SPACECRAFT DOWN: LINK EARTH STATION

Figure 10. Gains and Noise Temperatures in GIT Measurement

This equation will be true only if the same Gy applies for the
experimental determination of both G, and 7. Gy includes the active
gain of the spacecraft, which is constant only in the linear region of
the spacecraft gain characteristic, that is, for small input signals. The
noise input signals are definitely in this linear range. Therefore, when
G, is determined, the up-link signal must be set at a sufficiently low
level such that the spacecraft will exhibit the same small signal linear
gain,

The method of measuring T, the required noise temperature, is now
developed. If no up-link signal is transmitted to the spacecraft, then
the transmitted down-link signal from the spacecraft is noise generated
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entirely by the equivalent spacecraft temperature. que\_fer, the noise
power into the earth station receiver consists of contrlbutlgns resulting
from the sky temperature (Ty,) and the carth station receiver temper-
ature (T...), as well as that resulting from the spacecraft temperature.

Determination of T, the equivalent spacecraft noise temperature as
measured at the earth station, requires separation of the spacecraft
temperature contribution from the total noise temperature measured
at the earth station. ‘

The measurement procedure to separate these quantities con31st§ of
measuring the earth station received noise power with the earth station

receiver connected to the following:

4. the antenna, while the antenna is pointed at
(1) the sky away from the spacecraft, and at
(2) the spacecraft;

k. a hot load at a known temperature T, K; and

c. a cold load at a known temperature 7, K.

These four measurements yield Py, Psic, Py, and P (watts), respec-
tively. The four noise powers (at the earth station receiver input flange)
are amplified, down-converted to a center frequency of 1_0 MHz,
filtered to a 7.5-MHz bandwidth, and measured by a selective le_ve]
meter. The gain between the receiver input flange and the measuring
meter affects all four power measurements equally, and thus does not
appear explicitly in the equations leading to T,. Figure 11 shows the
noise temperature contributions to each of the four measurements.

-‘ Ts/c
- T
Te |
i _ L1l __ I____:_J’Tsky
S T
Trec
4 - L - - - N
P
Fe Ph Psky s/C

Figure 11. G/T Measurement: Noise Powers Measured at Earth
Station Receiver Qutput—Showing Noise Temperature Contributions
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The desired quantity T is the temperature contribution (in Kelvin)
of the spacecraft as measured at the earth station receiver flange.
Because the equivalent noise temperatures at the receiver flange (in
Kelvin) and the measured powers (in watts) are linearly related, it is
found that

T, — T.
ﬁ_—ﬂ X (Pgc — Py,) (2)

Tge =

The desired temperature 7, (in dB with respect to 1 K) is given by
T, = 101og Ty . 3)

Using the methods described to obtain the spacecraft e.i.r.p., G, is
determined. An up-link carrier is transmitted (at a sufficiently low level
to ensure that the spacecraft is operated in the linear gain region) and
the appropriate instruments are read. Then, using the notation given
in the section discussing spacecraft e.i.r.p.,

Gb = e.i.r.p.S,C — FD — SF + Gz
PM2 — pMI - C, — C, - G, + NA — OS + PL

Equations (1), (2), and (3) are used to determine the desired G/T ratio.

A typical computer printout for this measurement is shown in Figure
12.

NPR testing

Noise power ratio (NPR) measurements are a method of characterizing
the distortion and intermodulation properties of multichannel com-
munications systems.

The test consists of loading the multichannel system with bandlimited
white noise simulating all loaded channels and measuring first the
resultant noise power in a single channel. A bandstop filter is then
inserted at the input of the measurement channel, creating a single
nominally “‘quiet”” channel. The ratio of noise at the output of the
quiet channel to the noise in the same channel when loaded is the
noise power ratio. The method tests the system under realistic con-
ditions, as the loading with noise closely simulates the condition of
loading with many channels.

MARITIME SATELLITE IN-ORBIT MEASUREMENTS 139

GAT Mezzurements
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Figure 12. G/T Printout

NPR measurements are often used to measure the performance of
frequency multiplexed microwave links, where the multichannel base-
band frequency modulates the microwave carrier. In contrast, in this
test, the simulated multichannel baseband is simply frequency trans-
lated to the microwave frequency before transmission and down-
converted at reception. Therefore, the notch in the baseband is visible
in the RF spectrum, thus differing from the frequency modulated case.
It is believed that this is the first time that such an RF NPR technique
has been used for satellite in-orbit testing.

For the C- to L-band transponder, an up-link signal consisting of a
7.5-MHz-wide band of noise is transmitted with and without a 3-kHz
notch in it. The down-link receiver is tuned to place the 3-kHz-wide
channel at the notch filter frequency into the selective level meter set
(sLMs), which measures the power in the narrow channel, with and
without the notch filter switched in. The receiver bundwidth of the
SL.MS ts narrower than the notch bandwidth, so that the s1.mMS measures
only power within the single channel bandwidth.

The test specification requires an Ner of 10 dB. To ensure that the
NPR being measured is caused by the spacecraft transponder, provision
is made to measure the NPR of the earth station HPA. An HPA NPR of
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30 dB or greater will make a negligible contribution to the result
mgasured thrqugh the spacecraft transponder. A typical computer
printout for this measurement is shown in Figure 13.
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Figure 13. NPR Printout

Computer-automated measurement methods

To describe how the computer controls the measurement test set
and produces the desired data is beyond the intended scope of this
paper. However, most of the test instruments used in the equipment
descrlbed are coupled to an HP-9845B computer at the test site: and
special software, developed by ComsaT Laboratories, is use,d to
conduct the test procedure. The software has been designed to permit
extreme flexibility in equipment operation, such that the tests may be
conducted almost fully automatically or manually.

. Computer control is a vital and essential part of the test equipment
since it would be virtually impossible to perform the tests without it‘
The _number of adjustments, readings, and calculations that would bé
reqm.red would be too time consuming to be practical. The flexibility
built into Fhe software permits highly interactive operation, permitting
operator intervention at any point to repeat, modify, or cancel any
part(s) of the measurements.

In addition to the program that performs the initial satellite testing
a s_econd program was developed for periodic performance testing:
while the satellite is in use, carrying traffic. k
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Conclusion

Techniques and equipment used to measure in-orbit performance of
the Mcs transponder have been described. These techniques are
examples of the continual evolution and improvement that have
occurred in in-orbit testing, particularly in the area of increased
automation,

Relative to earlier partially automated methods of measuring G/T
and determining the network analyzer offset, the methods described
here are faster and more accurate. The multiple carrier e.i.r.p. test
and the NPR measurements are both examples of measurements that
could be performed only with extreme difficulty and with reduced
accuracy by manual methods.
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Efficient approaches to Erlang loss
function computations

T. N. SHIMIAND Y. L. PARK

(Manuscript received July, 1, 1982)

Abstract

This paper presents a new approach for obtaining a first estimate of the
maximum allowable traffic intensity for a given grade of service and channel
size. The Erlang loss function, along with other mathematical tools, is utilized
to produce a more direct and time-efficient method for obtaining an accurate
estimate of the traffic intensity. Of particular interest are applications in which
the trunk size is relatively large.

An integral representation of the Erlang loss function is used in developing
theoretical bounds on traffic intensity that are taken as first estimates; further
refinements are obtained by using asymptotic expansions and Newton’s
iterative method.

Introduction

The Erlang loss function, introduced by A, K. Erlang [1], is
fundamental to the study of telephone trunking problems. This function
relates the probability of an incoming call being rejected to the total
number of circuits in the trunk group and the maximum traffic intensity
to be served.

Traditionally, tables based on the Erlang loss function have been
constructed to obtain the maximum allowable traffic intensity for a
given grade of service and channel size. In many recent investigations,
rapid and accurate approximations of traffic intensity for very large

143
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trunk groups were needed. This requirement occurs frequently in the
study of satellite communications systems.

Existing techniques either are not accurate enough or would require
excessive processing time to handle large circuits. To overcome these
shortcomings, this paper introduces a method which uses an integral
representation of the Erlang loss function, ascribed to Fortet, to obtain
an initial value of the maximum allowable traffic intensity, followed
by a more accurate value obtained with Newton’s method. This
approach allows the direct calculation of traffic intensity from a single
value of service grade and channel size, thus saving considerable
processing time. Furthermore, the accuracy of the result is specified
by the user tofit the application. Reference 2 gives a detailed description
of Newton’s method. A FORTRAN program is also included to illustrate
the use of this method.

Mathematical representation of the
Erlang loss function

The Erlang loss function is

B(C. A) = T’f’fqi (1

> Ak

k=0

where B(C, A) = probability of a call being rejected
A = traffic intensity (Erlangs)

C = total number of circuits in the trunk group.

This function describes an arrival stream satisfying a Poisson distri-
bution and assumes that all calls receiving a busy signal are lost.
Traffic intensity is defined as the product of the average number of
incoming calls per hour (both served and rejected) and the average
call length.

An integral representation of the Erlang loss function that utilizes
the Eulerian integral is given in Reference 3:

f e AyCdy = T(C + NA-C-!; C> —1
0
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With this representation, one can write
B YC,A)= AJ e {1 + y)¢dy . (2)
1]

As pointed out in Reference 2, the series representation of equation
(1) has numerous drawbacks for numerical calculations of the Erlang
function. In particular, this representation becomes unwieldy for large
numbers of circuits in trunk groups for the following reasons:

a. For given B and C, it is difficult to obtain the correspond_ing
value of A because of the high polynomial power of A in equation
(1).

b. The series has many terms that are more significant for
higher powers of A; this feature inhibits the accuracy of the

calculation. . _
¢. The powers and factorials in equation (1) can easily exceed
the normal limits of expressing numbers by most computers.

The following sections describe methods that deal with these diffi-
culties.

Fortet integral method

Given the service grade B and channel size C, the Fortet integral
method employs two separate steps to calculate the corresponding
maximum allowable traffic intensity A. First, the Fortet integral is
used to obtain initial estimates of A. In the second step, this first
estimate is used as a primer for Newton's iterative method. The
accuracy of the final result is specified by the user.
Mathematical derivations

Introducing in equation (2) the transformation z = 1 + y leads to

B-'= Ae"‘j e 4 z0dz
1

x* 1
= Aed (J e~ A z0d7 — j e"zzcdz)
o o

= Ae* (y — 1) 3)
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where
* I'C + 1
1] = J(; {,—Azzfdz :JWAT[)
1
I =f e *ztdz
0
Since in I,, 0 < z <1, it follows that
1 ] ! ] A
I< e--Azd =; —Az — ¢
2 L Z A e 0 A
That is,
— -A
()<12<] ¢ <l
A

Clearly, then, I, — 0 as A — o, and

1

Bl <AeMI, - 0) = APAACH

et
rc + 1):A—Cl(c+ 1)
That is,
<<+ (4
AC " )

Inequality (4) is used to calculate an initial value of A. However,
for large values of C, the inequality in its present form is not suitable
for computer use. Taking the logarithm of both sides eliminates the
problem of overflow and underflow. Hence,

fIAA)=A -~ Ch(A) + nIC + D - InB-Y~0 . (5

Note that

2% 1 1 139
[NX) = X¥e—¥ —(1+—+ —
X 12X " 288X S1.840%°
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One of the roots of the function f(A) will be taken as the initial value
of A. To solve equation (5), a FORTRAN subroutine, ZREALI, described
in Reference 4, is used. However, it is still necessary to supply the
subroutine with initial guesses of the roots. These estimations can be
obtained from the following observations:

a. Differentiating f{A) yields

dfid) ¢
dA A

Hence f attains its minimum at A = C, decreases for A < C, and
increases for A > C,
b. From equation (2),

Bi=Al
where
i =f -1 +y)(7a’y>J' e-(1 + y)C=1 dy
0 0
1 * o6
_,{[(1 eyrent| Al +y)feﬁydy}
C o R
L1 +aD
c
That is,
B 1
2 > (-1+B"
1 C( )
Hence,
C
< —_—
A<T-3B

Observations a and b show that the two valies C and C/(1l — B) are

good candidates for inputs to ZREALI.
It should be noted that if f{C) > 0, equation (5) has no roots because



148

COMSAT TECHNICAL REVIEW VOLUME 13 NUMBER |, SPRING 1983

f attains its minimum at C, in which case, C is taken as the initial
value of A.

Computer programs

Figures 1 and 2 display two FORTRAN programs for the calculation
of traffic intensity. Each program employs two subroutines, ZREALI

C T N SHIMI. A FORTRAN PROGRAM TC CALCULATE THE MAXIMUM ALLOWABLE
C TRAFFIC INTENSITY FOR A GIVEN GRADE OF SERVICE AND CHANNEL SIZE.

C
INP

C
C
C
C
C
C

10

15

17
18
19
20

30

UTsS
B = PROBABILITY OF A CALL BEING REJECTED (GRADE OF SERVICE)
C = TOTAL NUMBER OF CIRCUITS IN THE TRUNK GROUP (CHANNEL SIZE)

CUTPUT

A = MAXIMUM TRAFFIC INTENSITY{MAXIMUM LOAD IN ERLANG)

IMPLICIT REAL*8 (A-H,0-2)
DOUBLE PRECISION X(2)
COMMON C, XLGAMC, XLBINV, BINV
EXTERNAL F

INTEGER IYES/'Y'/

CONT INUE

WRITE (6,10)
FORMAT (1X, 'ENTER B AND C')
READ {5,*) B,C

BINV = 1.0D0/B

XLGAMC = DLGAMA{C + 1.0D0)
XLBINV = DLOG(BINV)

EPS = 1.0D-6

EPS2 = 1.0D-6

ETA = 1.0D-6

NSIG = 6

ITMAX = 100

N = 2

X(1) = C

X(2) = C / (1.0D0 - B)

Y1l = X(1) - C * DLOG(X(1)}) + XLGAMC - XLBINV
Y2 = X(2) - C * DLOG(X{2)) + XLGAMC - XLBINV

IF (Yl .GT. 0.0D0) GO TO 15

CALL ZREAL1 {F,EPS,EPS2,ETA,NSIG,N,X, ITMAX, IER)
Yl = X(1} - C * DLOG(X(1)) + XLGAMC - XLBINV
Y2 = X(2} - ¢ * DLOG(X(2}) + XLGAMC ~ XLBINV
CONTINUE

IF (DABS(Y1l) .LT. DABS(Y2)) GO TO 18

CALL PRCISE (X{2))

WRITE (6,17) X(2)

FORMAT ('0','MAX. LOAD IN ERLANG = ',F13.4/)
GO TO 19

CONTINUE

CALL PRCISE (X{1))

WRITE(6,17) X(1)

WRITE (6,20)

FORMAT(1X, 'DO YOU WANT ANCTHER RUN ? YES OR NO')
READ (6,30)JYES

FORMAT(AL)

IF {(JYES .EQ. IYES) GO TO 5

STOP

END

Figure 1. Monitor Conversational Program ERLANG
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DOUBLE PRECISION FUNCTICN F(A)
IMPLICIT REAL*8 (A-H,0=Z)
COMMON C, XLGAMC, XLBINV, BINV
IF {A .LE. 0.0D0) GO TO 31
F=A - C * DLOG(A}) + XLGAMC - XLBINV
GO TO 32
31 F =4+ C * 228.0D0 + XLGAMC ~ XLBINV
32 RETURN
END

SUBROUTINE PRCISE (A}

c

C THIS SUBROUTINE UTILIZES NEWLON'S ITERATIVE METHGD TO OBTAIN

C THE FINAL VALUE OF A. THE PRECISION QF THIS VALUE IS A USER INPUT.
C IN THE PRESENT APPLICATION THE ITERATIVE PROCESS IS TERMINATED

C WHEN EITHER ONE OF THE FOLLOWING CONDITICNS 1S SATISFIED:

c

¢ 1) THE VALUE OF TERM IS5 LESS THAN 1.E-12.

C 2) THE CHANGE IN THE VALUE OF A IS LESS THAN 1.E-10.

C IF CONVERGENCE FAILS, A IS SET TO -666

c

IMPLICIT REAL*S (A-H,0-Z)
COMMON C, XLGAMC, XLBINV, BINV
IC = IFIX{SNGL(C})
DO 36 J = 1,20
F = 1.0D0 - BINV
FP = 0.0D0
TERM = 1.0D0
DO 10 K = 1,IC
XK = DFLOAT(K)
TERM = TERM * (C-XK+1.0D0)/A
F = F + TERM
FP = FP + XK * TERM
1F (TERM .LT. 1.0D-12) GO TG 20
10 CONTINUE
20 A = A * (1.0D0 + F/FP)
IF (DABS{F/FP) .LT. 1.0D-10) GO TO 40
30 CONTINUE
A = =666,0D0
40 CONTINUE
RETURN
END

Figure 1. Monitor Conversational Program ERLANG (Continued)

and PRCISE. Subroutine ZREAL1, from International Mathematical and
Statistical Libraries, Inc., was implemented to find the real roots of a
real function F. Given a user-supplied external function subprogram

F(A) and two initial guesses for these real roots, X, = € and X,

C/(1 — B), the subroutine uses Mulier’s method {5], [6] to locate two

real roots of F. The routine has two convergence criteria:
a. Value of function—

|[F(XT)| < 1077, i=1,2
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b. Value of root—

< 10-6; i=1,2

C T N SHIMI. A FORTRAN PROGRAM TO GENERATE A TABLE OF TRAFFIC
C LOADS, A, FOR GIVEN VALUES OF BLOCKING PROBARILITIES, B,
C AND CHANNEL SIZES, C.

C

Qoo

[ R Re]

10 FORMAT (7X,'C',7X,'B=.001",7%,'B=.005"',8X, 'B=.01"',8X,'B=.05",

B

c

15

18

20

25
30

IMPLICIT REAL*8 (A-H,0-2)

DOUBLE PRECISICN X(2),BSTOR(5)},RO0T(5)
COMMCON C, XLGAMC, XLBINV, BINV

EXTERNAL F

WRITE(&,10)

* 9X,'B=.1')
= 0.001, 0,005, 0.01, 0.05, 0.1

DATA BSTOR /1.0D-3,.5D-2,1.0D-2,.5D-1,1.0D-1/
EFPS = 1.0D-6

EFPs2 = 1.0D-6

ETA = 1.0D=6

NSIG = 6

N =2

TAKES THE VALUES FROM 10000 TO 100000 WITH INCREMENTS OF 2000

DO 30 I = 10000,100000,2000

C = DFLOAT(I)

XLGAMC = DLGAMA(C + 1.0D0)

DO 20 K = 1,5

ITMAX = 100

B = BSTOR(K)

BINV = 1.0D0/B

KLBINV = DLOG(BINV)

X(1) = ¢

X{(2) = ¢ / {(1.0D0 - B)

Y1 = X{1) - € * DLOG(X(1}) + XLGAMC - XLBINV
¥2 = X(2) - C * DLOG({X(2)) + XLGAMC - XLBINV
IF (Y1 .GT. 0.0D0) GO TO 15

CALL ZREAL1 (F,EPS,EPS2,ETA,NSIG,N,X, ITMAX, IER}
¥l = X{1) - € * DLOG(X(1)) + XLGAMC - XLBINV
¥2 = X(2) - € * DLOG(X(2)) + XLGAMC - XLBINV
CONTINUE

IF (DABS(Y1l) .LT. DABS(Y2)) GO TO 18

CALL PRCISE {X(2))

ROOT{K) = X(2}

GO TO 20

CONTINUE

CALL PRCISE {(X¥(1})

ROOT(K) = X(1)

CONTINUE

WRITE (6,25} I,ROOT

FORMAT (' ',I7,5F13.4})

CONTINUE

STOP

END

Figure 2. Table Generation Program ERLTABLE

noHl
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The quantity X}" is the mth approximation of X;. Convergence is taken
to mean the satisfaction of either criterion.

Subroutine PRCISE, introduced in Reference 3, implements Newton’s
iterative method to find refinements of the roots obtained from ZREALI.
Convergence is achieved when variations in the successive refinements
of the zeros are less than 10-'2, The subroutine limits the number of
iterations to 20. If convergence is not attained, the value of A is set
to —666. This contingency, however, never occurred in practice.

Program applications and execution

The first program, ERLANG (Figure 1), is a monitor conversational
program. It prompts the user to supply, as input, both B, the grade of
service, and C, the channel size, and returns the corresponding value
of A, the maximum traffic intensity. The program then asks the user
if another run for other values of B and C is desired. A sample run
session is given in Figure 3. It was found that for values of C between
10 and 1,000, the average cpu time of processing per calculation is
0.013 s; for C between 1,000 and 10,000, the crU time is 0.07 s; and
for C between 10,000 and 100,000, the cPu time is 0.1 s. The increase
in cpU time is due to the increase in the interval in which the roots
are to be found.

The second program, ERLTABLE (Figure 2), generates a table of
values of A for specified values of B and C. This program can be of
value for applications in which fixed values of B are of interest to the
user, and a certain range of C is to be considered. The present program
generates a table of values of A for B = 0.001, 0.005, 0.01, 0.05, and
0.1, and C between 10,000 and 100,000 with channel increments of
2,000 (Figure 4).

This example demonstrates the flexibility afforded by the table
building program:

a. The starting value of C (10,000 in this example) is chosen by
the user to fit the application. (No computations of values of C
less than 10,000 are required.)

b. The increment size for C is also a user option because no C
step size is required by the building algorithm or the computational
methodology.
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CHS

-rerlang
EXEC THMSLLIES

GLOBRL TATLIE FORTLIE FORTEEH IHSLAISF

LOAD ERLAHG ¢ CLEARFR
ENECUTION BEGRTHS. ..
HRITE & ANO C

.

-3,007 6325,

MAX. LOAD TN EFLANG
o0 ¥0U WAHT AHOTHEF
- ryes

WRITE B AND C

2

Zh.q u33,

MRA%. LOAGD TH ERLANG
DO Y00 WANT RHGTHER
- Hles

WRITE B -ANG

—y.0d j2IeE,

MAX. LOAD M EFLRHG
OO 0L WANT AMGTHEFR
= SYyes

WEITE & ANG C
-».012 3F48E,

MAX, LORD IN EFLANG
DO Y0 HAWT ANGTHER
- syes

WRITE B AND

—».01 350400,

MAX. LOAD TH ERLANG
OO0 Y00 MAHT ANGTHEF
- yes

WRITE B AND ©

S 034 GSOFSY,

MAA. LOAD IH ERLANAG

O0 %oU HANT AHOTHER
- "‘nn

START HOOUP HOMAP

= R

FUH T YES QF N0

= uFp, uage

FUH T YES OF HD

= TRIRFLINET
FAH 2 WES OR MO
= IE7A%, 5501

Fild ¥ YES GF NO

= 353841, 9500

FlLH * YES OF KO

= BAIREH,UI0S

FLHH * YES GF HO

Figure 3. Sample Run of Program ERLANG
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C
10000
120U
14000
16000
18840
20000
22006
24000
26000
28000
uo0u
37000
34000
3600y
38000
4Juul
42000
44000
450006
LEDOOD
5000
L2440
L4000
56000
53000
6000
62000
64000
664030
658G00
TO000
F2000
T4C00
Te000
FE000
800U
82000
44000
36040
§u00U
0000
92000
934000
460300
9BOUG

100000

B=,.001
3431.0676
11821, 3140
13812. 1465
15804 .0512
17796 . 8102
19790 .239y
#178%. 3561
23778 .4300
PN T R
1TeY. 1422
29765.0800
31761. 1200
33757 .4 330
35753.4912
37750.77%27
397477581
41744 ,.9305
43742.2754
45739. 7794
47137.4320
44350219
51733. 1403
53731.17191
55729.33u7
57727.5863
59725, 946U
61724 . 3981
63722.93%5
05721.5655
bT720.2717
oY 719,054 3
F17v7 4045
EEYA LRS- ELY
TS715.6245
Tr114.6878.
T TI3.9Y9.2
41713 . 1041
GATE2. 34913
s5T11.te71s
77110050
B9 T7I0.3841
9170%.08120
93709.285%u
58 ..8027
97708 .30 3
94707 .46z0

Figure 4. Sample Run of Program ERLTABLE

B2, U0%
Yy 0259
11953572490
1345+ .0500
18905 .92d1
17972 T2u9
14979 . db 34
P TN . v
239488 1535y
2ul02 JeB2
2801T0.4313
3001k 4820
3.027.2637
431N L099s
36uvub . 2172
38052 .02061
gyiunl L1
qeuTua2B21
44079 .11406
H4HUE8 U0ES
GBUIL Y567
50105 .9buo
S5.115.0101
54124 .1037
50133 .2381
561424103
BU15%1.0179
62160 .4585
o170 1249y
Bb17Y.U4301
6318L 7576
FG19b.1105
2207 BTy
Te2lo 8478
FJollo 3081
Tordh 7494
O Ub 20499
82254 .66d7
uzod . Tus7
6273 .6%71
Bteoto.2e52
YUYz .. 76d:
9230z 43250
U431 .e95 8
o321 4500
Yes3t.uYel
10U 380 -pBU2

5=.01
19G31.2583
12ul44.0741
140b7.3100
10085 .85
16704, 6320
20123.5933
2:1u2.70M
Z4161.9.28Y9
26181.2566
28200.b04d3
302041015
322349.6%64
34299 .26u3
36278.%399
38298.0263
40318.3492
4:2348.1046
By357T.65892
46377.7001
4H397.5346
50417.3907
52437.Zub4
54457.1600
56477.0700
284969950
blbb1e.9339
6Z536.88580
oULab.8U492
bbb7b.5238
bE4Y96.3080
Voo B30
72636.8063
Tup56.8179
T6bT70.3372
TEbYb.8b39
U7t . bY9TY
d2T36.9374
847569835
o6 777.0353
sbTYT 0925
¥0u 17,1548
YoadT.zu20
Gus57.2937
F6877.3698
GEEYT. 4501
wuet7.5342

B=.05%
105006. 9840
T2012.14 70
14717.3359
Td22.5420
18427.7T600
21032.498b65
23136.2192
2524 3.4568
2734b.6981
29455.94 24
3155Y.78491
336H4.4378
35769.6861
4TRTU (4398
3998001927
40454465
GU190.TU T
465295.9567
43u01.2128
50506.4b95
52611,7267
547 1th. 9843
SoB22.2423
58927.5007
bI032.7549Y
0313b.018u
65243.2777
o7iuB.5372
b9lU53.796Y
7155%.05%564
Tioty., 3109
15769.57TTM11
TT8TH.83TE
T9480.0981
BZ0Y5. 3580
Ed190.61%0
092954805
34011416
$0506,4027
4201 1.bb 39
YuT16.9252
56524, Tubd
YHY27. 4480

I103..70%0
103137.9711
10524 3.23.48

B=.1

11101, 1982

13323.4003

155450183

177078329

19930.0491

Z22V2.26b5

26434, 4347

PASY Y- SV Y

2d8TY.9231

JT108. 1029

33323.3630

35545.5634

31767T.8040

34y490.0248

B2212.2457

444 34,4669

Goobb.ot749

4n8Td.9092

51101, 1303

53323. 3520

55545,.5734

5TTe7.7950

549490.0166

02212.2342

b4 364 ..45499

bboSb.081b

65878.9033

T1101.1251

T3323. 3409

7.545.5687

Tr167.7900

79990.0124

622V2.2343

HE4 34,4502

H6656,.6782

B6576.9001

$11071.1220

9342303440

9545, 5004

$7767.7030

99990, 0100

1W.212.2320
1046638, 4540
Toobb.oTo0
108874 ,8940
1111011201

From a practical viewpoint, if the application requires repetitive
calculations of the allowable load, A, for a fixed blocking probability,
B, it is more advantageous for the user to generate, prior to the
application, a separate file containing a table of the offered loads
corresponding to all numbers of circuits within a certain suitable target
range (program ERLTABLE can be used here). Subsequently, this table,
in conjunction with an efficient table search program, would be used
to find the corresponding value of A for any number of circuits within
this target range.
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The table could be expanded into a multidimensional table encom-
passing a number of fixed blocking probabilities By, B,, . . ., B,. The
table search algorithm could be casily expanded to take into account
these different blocking probabilities, Creating the offered load file,
which is external to the application program, results in shorter running
time, because the required values of offered load can be determined
much more rapidly by repeatedly performing a file lookup than by
repeatedly employing an iterative algorithm.

Coneclusions

This paper introduced an interactive program that uses an algorithm
for the direct calculation of Erlang load A, corresponding to any given
grade B of service and channel size C. The following advantages are
afforded by this program, compared to previous efforts in this area:

a. For given B and (', the program eliminates the need for
calculation of A for smaller values of C. This feature is particularly
helpful if the number of channels is large.

b. The program does not require prior building of tables for set
values of B. This feature affords the user more flexibility and on-
the-spot investigation of various options.

The paper also offers a program that generates a table of values of
A for specified values of B and C. This program offers two advantages
that contribute to its flexibility:

a. The table can be initiated from any arbitrary value of C,
eliminating the need to start at € = 1.

b. The spacing of the desired successive values of Cis a user
choice that does not affect the algorithm used because no inter-
mediate values of C are needed.
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Simple method for estimating atmospheric absorption
at I te 15 GHz

D. V. ROGERS

(Manuscript received November 15, 1982)

Introduction

To obtain estimates of propagation impairments for system studies, it is
often desirable to use simpie, fast computational methods that require minimal
site-specific meteorological data. Such a procedure has been developed for
estimating atmospheric gaseous absorption at frequencies of 1 to 15 GHz and
slant path elevation angles of 0° to 90°, using only frequency and elevation
angle as input parameters. Analytic expressions are derived by curve fitting
absorption data from the ccir [1], assuming fixed values of surface water
vapor concentration, p,, and surface temperature, 7,. To illustrate the method,
equations are obtained for values of p, and T, corresponding to two different
standard atmospheric conditions.

Development of method
The method is based on the standard expression [1] for slant path attenuation
by atmospheric gases:

A = vr,(dB) (1)

where v, is the specific attenuation (dB/km) at the earth surface and r, the
effective slant path length (km) for absorption by atmospheric water vapor
and molecular oxygen, which account for essentially all of the observed

David Rogers is a Staff Scientist in the Propagation Studies Department at
COMSAT Laboratories.
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attenuation. In Figure 1, v,, as computed from ccCir expressions [1], is plotted
versus frequency, f (GHz), for two standard sets of the relevant atmospheric
parameters: surface water vapor concentration, p, (g/m?*), and surface temper-
ature, T, (°C). Curve A of Figure | represents global mean values of p, and
T,: 11.1 g/m® and 14.6°C, respectively. Curve B is based on values of p, and
T, that are most often used for ccir reference purposes: 7.5 g/m* and 20°C,
respectively. (This labeling convention will be used throughout this note.)

02 T B S N IR N
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0.02

SURFACE SPECIFIC ATTENUATION, YS {dB/km}

P 1 L4 11 aaal
1 2 4] 10 20

FREQUENCY, f (GHzi

Figure 1. Surface Specific Attenuation vs Frequency (solid lines)
and Corresponding Curve Fits (dashed lines) for Global Mean
Values of p, and T, (curves A) and for p, = 7.5 g/m?, T, = 20°C
(curves B)

Also shown in Figure 1 are the corresponding exponential curve fits obtained
by fitting In(y,) versus f for frequencies 4, 6, 12, and 15 GHz with the linear
regression subroutines of a Texas Instruments TI-39 calculator. The fit for
global mean surface conditions (curve A) is given by

¥, = 0.00466¢" 1362 (2a)
and for the other conditions {(curve B) by

v, = 0.00442¢0177% (2b)
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Note that these regression fits agree acceptably with the cCir curves over the
frequency range 1 = f= 15 GHz.
The expression used to compute the effective path length is [1]

2H, 0
r, =+ [sin®0 + (2H,/R)]"? + sin@ '

=< 10°
(3)
H /sino L8> 10°

with H, being the ‘‘scale height’” (km) of the atmosphere (i.¢., the equivalent
height of an equally lossy atmosphere of uniform p, and 7.}, 8 the path elevation
angle, and R = 8500 km the effective earth radius after compensating for
atmospheric refraction. The form of r, for > 10° is an approximation, but
the associated error is only about 0.5 percent even at the worst-case elevation
angle (10°).

The scale height H, is defined by the relationship

H, = AJy (km) (4)
where A, is the total vertical (zenith) attenuation (dB) caused by gaseous

absorption. Values of A, obtained from the ccir [1] are plotted versus frequency
in Figure 2 for both sets (A and B) of atmospheric conditions. The corresponding

TOTAL ZENITH ATTENUATION, Ay, [dB)

1 2 b 0 20
FREQUENCY . t [GHz]

Figure 2. Total Zenith Attenuation vs Frequency for Atmospheric
Parameters A and B of Figure 1
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scale heights determined by combining the results of Figures 1 and 2 are
presented in Figure 3. Also shown are the exponential curve fits to curve A:

H, = 6.0l oy (5a)
and to curve B:
H, = 6.43¢ vowy (5b)

Again, these regressions appear acceptably accurate for 1 = f = 15 GHz.

SCALE HEIGHT, H, (km)

FREQUENCY, f (GH2)

Figure 3. Scale Height vs Frequency (solid lines) and Corresponding
Curve Fits (dashed lines) for Atmospheric Parameters A and B

By combining equations (1), (2a) or (2b), (3), and (5a) or (5b), the atmospheric
attenuation caused by gaseous absorption can be estimated for either of the
two sets of standard parameters. Estimates ure presented and analyzed in the
next section.

Results

To check the general behavior of the model, the atmospheric attenuation
predicted for conditions given by p, = 7.5 g/m* and T, = 20°C are compared
to CCIR results [1] for elevation angles of 0°, 5°, 10°, 20°, and 90° in Figure 4.
Good agreement is obtained at all elevation angles over the I- to 15-GHz
frequency range, with the simple method underpredicting for f =< 5 GHz, and
overpredicting for 5 = f = 15 GHz. Over the applicable range of the model,
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Figure 4. Total Path Attenuation vs Frequency for Several Elevation
Angles, with p, = 7.5 g/m? and T, = 20°C

the largest deviations occur for f =~ 10 GHz, being as large as 10 percent;
however, the practical effects of these errors are small. As shown in Figure
4, above 15 GHz, the deviations become quite large because of the water
vapor absorption line at 22.3 GHz.
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A comparison of model estimates and measured data for 15 GHz is presented
in Figure 5, mainly to verify the elevation angle behavior of the method. The
data are based on measurements of Altshuler et al. [2], collected under various
atmospheric conditions near Boston during 1975-1976. Also shown in Figure
5 are the attenuation estimates of the model for the parameter sets A and B.
Curve A {(global mean conditions) agrees well with the measurements made
during cloudy conditions, while curve B agrees with the data for mixed
conditions. Because the measured data are specific to a given location, the
fact that the measurements agree with the model does not actually confirm
the accuracy of the model (or of the ccir data on which the model is based).
The comparison does, however, reveal that the elevation angle behavior of
the simple method, shown in equation (3), agrees well with at least one set
of observations.
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Figure 5. Comparison Between Measured 15-GHz Gaseous
Absorption and Predicted Attenuation for Atmospheric Parameters
Aagnd B

Conclusion

A simple method for estimating attenuation by atmospheric gases has been
developed, requiring as inputs only frequency (1-15 GHz) and path elevation
angle (0°-90°). Equations were derived for two sets of standard atmospheric
parameters, p, and T,. Over the quoted range of applicability of the model,
the computed estimates are in good agreement with ccir results. Furthermore,
the elevation angle dependence of both the ccir and simple methods is in
excellent agreement with one set of measured data. The simple method appears
quite useful for general systems calculations.

The simplicity of the model derives from curve fitting the quantities v, and
H, for fixed surface atmospheric conditions p, and T,. New regression fits
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will be required if p, and T, are changed. For applications in which actual p,
and T, values are known or must be frequently varied, the more complicated
ccir approach 1] can be used.
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Subjective equivalence of speech-correlated and
stationary noise*

V. GurtA, H. SUYDERHOUD, K. VIRUPAKSHA, AND M. ONUEFRY

(Manuscript received December 2. 1982)

Introduction

The term S/N usually implies the independence of signal power S from
continuously present stationary noise power N. However, the speech quality
of a digital codec is characterized by the ratio of speech signal power to total
quantizing distortion (noise) power, which in modern digital codecs depends
on the signal level. Also, the perception of quantizing distortion is different
from that of stationary noise at the same level. Since the ultimate success of
a codec is determined by subjective quality perception by users, a subjective
equivalent signal-to-noise ratio, {S/N),,, has been adopted by the cairr [1].

In the past, considerable information has been reported on quality assessment
in telephone communications, showing the effect of stationary noise on speech
quality. By injecting noise into experimental voice circuits used for subjective
evaluation, the familiar $/N ratio is obtained and expressed by the term dB(/).
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This note describes the results of a laboratory experiment that subjectively
relates the effect of speech-correlated noise expressed in dB(Q) to that of
stationary noise, expressed in dB{/), when quality is judged to be equal. Similar
results obtained by other laboratories in the United States and abroad confirm
the importance of such data for assessing digital codecs.

The Youden Square experimental design was applied to deternline the
subjectively equivalent effect of speech perturbed by stationary noise and by
noise correlated with the speech. Seven levels of stationary noise and six
levels of speech-correlated noise were used to obtain a statistical relationship
between the two types of noise. Both trained and untrained groups of listeners
were used, and their test results were analyzed separately. Regression analysis
revealed that the two regression curves for trained and untrained listeners can
best be modeled by second-order polynomials, and that they both fall within
the range of curves reported in the literature, It was also found that for a
given level of stationary noise, trained listeners will tolerate a higher level of
speech-correlated noise than untrained listeners.

Youden square

Details of the use of the Youden Square technique to assess the quality of
processed speech samples can be found in Reference 2. The technique, as
applied for the present purpose, is briefly described here for a2 13 x 4 Youden
Square (the choice of 13 and 4 is a necessary constraint resulting from the
statistical requirements of balanced incomplete block designs) [3], [4].

Thirteen speech samples were selected; 7 had known amounts of stationary
noise, and the remaining 6 had known amounts of speech-correlated noise.
The mixture of 13 samples was randomized and recorded in groups of 4 as
required by the Youden Square format. A group is referred to as a block, and
13 blocks were needed to form a 13 x 4 evaluation unit called a Youden
Square.

The 13 4-sample blocks constitute a balanced set in that each of the 78 pairs
of samples, 13 samples taken two at a time, appears an equal number of times,
such as once per block in this case. Moreover, each of the 13 conditions
appears as a first, second, third, and fourth sample in a block. The rectangular
13 x 4 array of blocks is one example of a Youden Square. It was derived
by Youden from a full 13 x 13 (usually N x N) array called a *‘Latin square”’
[5]; hence, it is known as a Youden Square.

Each of the 13 blocks of 4 prerecorded speech samples is evaluated
subjectively by requiring subjects to rank order each sample within a block (1
for most preferred, to 4 for least). Each block, that is, a group of 4 speech
samples, is played back twice to allow subjects to confirm their preferences.
A subject is required to evaluate several blocks but generally not all,

The 13 samples are designated by the letters A to M; then after completion
of a square, each letter will be scored 4 times with a rank, R, of 1, 2, 3 or 4
each time. The rank mean, R, can be formally calculated by simply averaging
scores. For a perfect rank order, the mean rank values would be scored
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respectively, as 4/4, 5/4, . . ., 16/4, that is, in the range of 1 to 4 {the associat‘ed
letters are not necessarily in alphabetical order). Alternatively, if no ranking
were possible, all mean rank values would be nearly equal. A stalistical
variance ratio called the coefficient of concordance W, calculated for each
completed Youden Square, determines whether the obtained ranking was
meaningful (statistically significant}. Because a meaningful ranking is expected,
if not essential, the coefficient of concordance, W, is only a first measure to
ensure that the experiment is functioning correctly, Three or 4 completed
squares usually yield a highly significant ranking.

The mixture of conditions with stationary noise is chosen to span the
perceived quality of conditions with speech-correlated noise. A least-squares
curve is fitted through the obtained mean rank values R vs S/N dB(/f) of the
reference conditions. The (8/N),, values of the dB({Q) conditions are then
obtained by mapping their mean ranks on the curve as shown in Figure 1.
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Figure 1. Example of Results of Youden Square Rank Order Experiment

The reliability of this procedure can be confirmed by its success in
reproducing the same values under different combinations of conditions. Even
though rank means do not qualify theoretically as statistical variates, the
validity of the curve fitting can be statistically justified.

The success of the technique largely depends on the specific details of the
test administration procedure briefly described below.
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Seleetion of signal-to-noise ratio range for reference conditions

To select the range of reference noise conditions, expert listening tests are
performed to determine the reference samples for the experiment. This
necessity arises because the subjective results of the unknown conditions must
be within those of the reference conditions to avoid the need for extrapolated
results.

In the present study, the range of dB(Q) values was selected according to
the cCITT recommendations and then several trial experiments were conducted
to match the range of dB(f). The specific dB(() and dB(J) values chosen are
described next.

Generation of source material

To hold the input source constant and thereby eliminate its contribution as
a source of error, a source tape is prepared rather than using live talkers. The
talker’s voice is recorded using a 500-type telephone handset and the signal
is passed through an artificial line to simulate a local loop. The tape is played
into the computer and digitized at the appropriate sampling rate. The digitized
source material is used to create the processed speech samples and the
reference speech samples, all of which are stored on the computer.

In the present experiment, a sentence spoken by a female talker, ‘Add salt
before you fry the egg,” was bandlimited to the telephone bandwidth (i.e.,
300-3,400 Hz), digitized at a sampling rate of 8,000 Hz, and stored on the
computer. A 13 x 4 Youden Square with seven known and six unknown
conditions was used. For the known conditions, seven speech samples with
speech-to-stationary noise ratios of 5, 12, 19, 26, 33, 40, and 47 dB(f) were
used. These samples were created on the computer by adding appropriate
levels of Gaussian noise to the test sentence digitized earlier. The 6 unknown
conditions were represented by 6 samples having speech-to-speech correlated
noise ratios of 6, 10, 14, 18, 22, and 26 dB((?). Again, these samples were
created on the computer by adding appropriate levels of speech-correlated
noise to the test sentence. As described earlier, speech-correlated noise is
nonstationary and proportional to the *‘short-term’’ speech power level.

Preparation of instructions

A data recording form with instructions was designed for the test subjects.
Additional instructions were given to assure the subjects that they were not
being tested and to explain the format of the speech samples they would be
evaluating.

Test location

To increase the efficiency of data collection, subjects are required to
participate in the experiment in groups of 4. A suitable environment is provided,
including comfortable surroundings and elimination of hallway distractions.
The test subjects are seated in separated but open booths.

PO Y T =t S R T TR S R P S A AT, S S WS I e T oty
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Results of equivalence between speech-correlated noise and
stationary neoise

By creating the necessary speech samples for determining the equivalence
between speech-correlated noise and stationary noise, 13 blocks of 4 speech
samples chosen from the 13 conditions were created on the computer. An
automated procedure was used to conduct the subjective listening experiment.
Two sets of subjects, trained and untrained, were used for the subjective test.

The results of the experiment in Figure 2 show that both trained and
untrained subjects rate speech-correlated noise [in dB(()] numerically less
severe than injected stationary noise [in dB(f)] over the range of interest
[dB(Q) > 10]. This is a universal result also found in comparable tests, as

el
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Figure 2. dB((Q) vs dB(I)

shown in both Figures 3 and 4. However, the trained listeners were more
“‘generous’’ in this judgment than the untrained listeners. This difference wus
similarly experienced in tests conducted by N (Figure 3). Note that in the
context of this paper, SNR, represents speech-to-stationary noise ratio in
dB(), SNR. represents speech-to-speech-correlated noise ratio in dB({).
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Figure 3. SNR, vs SNR, [6]

The curves relating dB(Q) to dB([f) values were best fitted by second-order
polynomials, which are convex toward the dB(J) axis. For comparison, the
results of CoMSAT’s untrained subjects were plotted with the family of similar
data published in a cc1TT contribution (in Study Group XII), and shown in
Figure 4. Even though Comsat’s results fall within the boundaries of the
entire population of curves, there are important differences. The most noted
is in slope for the low dB((Q) range, where the ComsaT slope is significantly
steeper. This may be caused by the evaluation technique of the Youden Square
procedure, which confronts subjects with a direct comparisen of test conditions.
In contrast, other laboratories employ “*absolute’ judgment (excellent, good,
fair, poor, etc.) for relating dB(Q) and dB(/} values. Further analysis would
be required to substantiate this hypothesis.

Another difference is that the CoMsAT curve tends toward a dB(J) asymptote
(horizontal) for higher values of dB((@). This is a logical consequence of hearing
perception, that is a stationary noise at a given low level may not be perceptible
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and neither are increasing values of dB(()). It is therefore somewhat question-
able that only one other laboratory (f, BNR of Figure 4) exhibits this otherwise
expected behavior in its results.

Conclusion

This study provides CoMSAT with an important data base to allow assessment
of digital codecs in terms of ccirt recommended dB(Q) standards. It also
demonstrates that the Youden Square technique is a useful method for obtaining
the quantitative data needed for comparison.
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Communications performance specifications of the
INTELSAT V with maritime communications
subsystem

J. MARTIN, D. ARNSTEIN, AND C. ADAMS

(Manuscript received December 27, 1982)

Introduction

Several important changes and additions to the communications performance
specifications for flight models 5 through 9 of the INTELSAT v are being
implemented. The modifications to the spacecraft include the provision of a
Maritime Communications Subsystem (McCs) and a few changes in the inter-
national fixed services communications payload [1], [2].

This note summarizes the communications performance specifications for
the mcs and modifications to the fixed international communications payload
of flight models 5 through 9 of the INTELSAT v spacecraft.

The specifications for these modifications were prepared by the INTELSAT
Executive Organ Staff and approved by the INTELsAT Board of Governors.

General characteristies of the MCS

The Mcs is incorporated on board flight models 5 through 9 of the
INTELSAT v spacecraft to provide a sufficient space segment allocation to
INMARSAT for its maritime communications services. The MCS consists of two
transponders. One, known as the L- to C-band transponder, receives signals
from ship terminals at [-band and retransmits them to shore stations at C-
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Communications Services.

D. Arnstein is Manager of Communications Systems in World Systems
Division, Communicutions Services.

C. Adams is Systems Evaluation Analyst in World Systems Division,
Communications Services.

173



174 COMSAT TECHNICAL REVIEW VOLUME |3 NUMBER |, SPRING 1983

band; the other, known as the C- to L-band transponder, receives signals at
C-band from shore stations and transmits them to ship terminals at L-band.

The total dry mass of the INTELSAT v spacecraft must not be increased by
more than 40 kg after incorporating an on-board mcs. In addition, the mcs-
equipped spacecraft has been configured so that the satellite remains compatible
for launch on the Ariane and Atlas-Centaur launch vehicles.

The mcs has enough redundancy to provide a total estimated probability of
survival of 0.97 after 7 years. The mcs is incorporated into the spacecraft so
that failure of the mcs or in the deployment of its antennas does not interfere
with the successful operation of the remainder of the spacecraft.

Modes of operation of MCS-equipped INTELSAT V spaceeraft

Any Mcs-equipped INTELSAT v spacecraft is capable of operating in any of
the following modes during its entire 7-year life, including periods of sun
eclipse:

@. the L-band amplifier in a high-power mode with all 14/11-GHz
equipment off,

b. the L-band amplifier in a low-power mode with channels (7-12} in
the east and west spot beams off and either channels (1-2) or channels
(5-6) in the east and west spot beams off,

c. all 14/11-GHz channels fully operational and the mcs off.

It is possible to switch from one mode to another by ground command. After
switching, the chosen mode will be operational within 5 minutes and will meet
all specification requirements within 30 minutes.

The power required to operate the mcs, including its thermal control
equipment, in either of the first two modes does not exceed the pc power
made available by switching off the allowable 14/11-GHz equipment.

MCS coverage and frequeney bands

In all of its transmit and receive frequency bands, the Mcs provides coverage
of the full earth disk visible from synchronous orbit. These coverages are
achieved in the presence of all spacecraft pointing errors in addition to an
attitude control bias of =2.0° in pitch and =0.2° in roll.

The C- to L-band transponder operates over 7.5 MHz in each band, i.e.,
over a receive band from 6,417.5 to 6,425.0 MHz and a transmit band from
1,535.0 to 1,542.5 MHz. The L- to C-band transponder operates over 8.0 MHz
in each band, i.e., over a receive band of 1,636.5 to 1,644.5 MHz and a
transmit band from 4,192.5 to 4,200.5 MHz.

Overall MCS communications performance specifications

This section summarizes the link performance parameters, nonlinear channel
performance specifications, filter requirements, and miscellaneous specifica-
tions of the MCs antennas, receivers, transmitters, and filters.
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LINK PERFORMANCE PARAMETERS

Major performance parameters of the two transponders of the Mcs are given
in Table 1. In addition to these link performance parameters, the gain of the
C- to L-band transponder is sufficient to provide a useful per-carrier e.i.r.p.
of at least 17.8 dBW within the defined coverage areca when the transponder
ts illuminated by 2 to 30 carriers in the high-power output mode or by 2 to 15
carriers in the low-power output mode, each carrier having a flux density of
- 105.8 dBW/m2. A 7.5-dB gain step, switchable by ground command, permits
a useful per-carrier e.i.r.p. of at least 17.8 dBW when the C- to L-band
transponder is illuminated by 2 to 30 carriers in the high-output-power mode
or by 2 to 15 carriers in the low-output-power mode, each carrier having a
flux density of —98.3 dBW/m?.

TABLE 1. POLARIZATION PERFORMANCE, RECEIVE G/T, TRANSMIT
E.LR.P., AND SATURATION FL.UX DENSITIES FOR THE MCS

Polarization Performance (voltage axial ratio}

C-Band Transmit (left-hand circularly polarized) 1.05
C-Band Receive (right-hand circutarly polarized) 1.05
L-Band Transmit (nght-hand circularly polarized) 1.6
L-Band Receive (right-hand circularly polarized) 1.6
Receive System G/T (dB/K)
C-Band Receive -17.6
L-Band Receive —-15.0
e.i.r.p. (dBW)
C-Band Transmit* 20.0
L-Band Transmit"
High-Power Mode 32,6
Low-Power Mode 29.6

Saturation Flux Density (dBW/m?)
L- to C-Band Transponder
High Gain Step -98.0
Low Gain Step -94.0

+ 1+

» Single-carrier saturated e.i.r.p.

" Useful carrier e.i.r.p. when transponder is transmitting 10 equal amplitude and
unmodulated carriers.

¢ Single-carrier saturatien flux density.

NONLINEAR CHANNEL PERFORMANCE SPECIFICATIONS

The specifications regarding phase linearity, AM/PM transfer characteristics,
intelligible crosstalk ratio, and amplitude linearity for the L- to C-band
transponder are shown in Table 2. Table 3 gives specifications for phase
linearity, am/PM transfer characteristics, and intelligible crosstalk ratio for the
C- to L-band transponder. For this transponder, when the C-band receive
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TABLE 2. NONLINEAR PERFORMANCE SPECIFICATIONS FOR THE MCS
L- 10 C-BAND TRANSPONDER

a. Phase Linearity

OUuTPUT TRANSMISSION AM/PM TRANSFER
Repanve FLux DEnsITy? PHASE SHaIFT COEFFICIENT
(dB) (deg) {deg/dB)
0 46 8
-3 38 9
-6 28 9
-9 18 8
-12 12 5
-14 9 3
<—14 — 3
b. Intelligible Crosstalk Ratio (dB)
LOCATION OF MoBULATED CARRIER CENTER FREQUENCY®
RELATIVE FLUX DENSITY? WITHIN CENTER 70% OF OveR 100% OF USABLE
(dB) UsaBLE BANDWIDTH BANDWIDTH
0to ~ 14 - 146 + 20 log f,, —136 + 20 log £,
<—14 —152 + 20 log £, —142 + 20 log f,,
¢. Amplitude Linearity
MAXIMUM INTERMODULATION-TO-C ARRIER
RELATIVE FL.LUX DENSITY PER CARRIER® RaTio®
(dB) (dB)
-3 -10
-10 —15
-17 -26

* Defined as flux density below that which produces single-carrier saturation.

" Modulation frequency, f,., expressed in Hz.

¢ Flux density illuminating L-band receive antenna for each of two equal amplitude
carriers, below the flux density which produces single-carrier saturation.

4 Maximum level of third-order intermodulation products relative to the level of the
RF carriers, measured at the outlput of the L- to C-band transmission channel.

antenna is illuminated by white noise extending over the 7.5-MHz receive
band with an empty slot (at least 4 kHz but less than 100 kHz wide) at band
center, and the noise-producing useful e.i.r.p. is less than or equal to those
shown in Table 1, the ratio of the noisc power density to the power density
in the center slot exceeds 11.0 dB.

FILTER REQUIREMENTS

The out-of-band response specifications lor both Mc$ transponders are given
in Table 4. In addition, the total group delay measured between the input and
output of each transponder does not vary more than 100 ns from the delay at
the center of the respective bands.
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TABLE 3. NONLINEAR PERFORMANCE SPECIFICATIONS FOR THE MCS
C- TO L-BAND TRANSPONDER

a. Phase Linearity

ToTaL F1,Ux DENSITY

) QUTPUT TRANSMISSION AM/PM TRANSFER
{dBW/m?) PHASE SHIFT COEFFICIENT
HIGH GAIN Low GAIN (deg) {deg/dB)
-1 —83.5 46 10
—-94 —86.5 38 9
-97 -89.5 28 9
— 100 —92.5 18 8
- 103 —95.5 12 5
— 105 —97.5 9 3
<—105 < —-97.5 — 3
b. Intelligible Crosstalk Ratio ¢dB)
Locanion oF MoODULATED CARRIER CENTER
ToraL FLux DENSITY FREQUENCY™
(dBW/m) WITHIN CENTER 70% ot OvER 100% OF UsABLE
Low GAIN HigH GAIN USABLE BANDWIDTH BANDWIDTH
—83.5/-97.5 —91.0/105.0 — 146 + 20 log £, —136 + 20 log f,,
97.5 105.0 - 152 + 20 log £, —142 + 20 log f,,.

* Modulation frequency, f... expressed in Hz.

TABLE 4. QUT-OF-BAND RESPONSE SPECIFICATIONS FOR THE MCS

TRANSPONDERS
OutT-0r-BAND FREQUENCY FROM MAXIMUM OUT-OF-

RESPONSE BaAND CENTER BAND RESPONSE
TRANSPONDER PARAMETER (MHz) (dB)
C- to L-Band Receive 7.5 —24
14.5 —40
Transmit* 25.0 -17
350 —-34
L- to C-Band Receive 7.5 —24
14.5 —40
Transmit* 25.0 -20
350 -40

* Measured between the input of the final amplifier and the output of the channel.

MISCELLANEOUS SPECIFICATIONS

Several additional specifications that are important to the satisfactory
performance of the mMcs are given in Table 5.
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TABLE 5. ADDITIONAL PERFORMANCE SPECIFICATIONS

TRANSPONDER
L- to C-BanD C- 10 L-BanD
Spurigus Qutputs* - 55 dBW —45 dBW
Frequency Stability
Over Lifetime Including Initial
Tolerances and Eclipse Effects + 10 parts in 10¢ + 10 parts in 10%
Over One Month Excluding Eclipse
Effects + 10 parts in 107 +10 parts in (¥
Gain Flatness?
Over 90% of Usable Bandwidth 1.0 dB 1.0 dB
Over 100% of Usable Bandwidth 1.3dB 1.3 dB
Gain Slope*©
Over 9% of Usable Bandwidth 0.7 dB/MHz 0.7 dB/MHz
Over 100% of Usable Bandwidth 1.1 dB/MHz 1.1 dB/MHz
Overdrive Capability? 30dB 30dB

* In any 4-kHz band measured at the input to the transmit antenna.

b Down-link e.i.r.p. must not vary by an amount greater than that shown.
¢ Measured over the total transmission channel including antennas.

4 Without subsequent degradation of performance or lifetime.

Modifications to INTELSAT V flight models 5 through 9

Flight models 5 through 9 of the INTELSAT v spacecraft have been designated
to carry Mcs packages. For these flight models, there have been a few important
changes in the international communications payload that are not related to
the incorporation of the Mcs. On flight models 1 through 4, the up-link of
channel (7-8) in the hemispheric beams is split into two channels, (7) and (8)
[11. On flight models 5 through 9, channels (7) and (8) in each hemispheric
beam are combined into a single channel, channel (7-8), on both the up-link
and down-link,

A second major change in flight models 5 through 9 is that the saturation
flux densities for all 6-GHz up-link beams have been decreased by 2.6 dB,
and all 6-GHz receive system G/T values have been increased by 2.6 dB
relative to those for flight models 1 through 4. The saturation flux densities
and receive system G/T values for flight models 5 through 9 are shown in
Table 6.

It should be noted that two important changes in the communications
performance specifications for INTELSAT v flight models 1 through 4 were
adopted after Reference | was published. The voltage axial ratio for the global
beam was improved from 1.09 to 1.05 (Table 3, Reference 1). Also, an extra
high gain step of 7.5 dB was incorporated in all 6/4-GHz transponders (Table
4, Reference 1). All communications performance parameters for flight models
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TABLE 6. SATURATION FLUX DENSITY AND RECEIVE SYSTEM G/T
FOR INTELSAT V, FLIGHT MODELS 5 THROUGH 9

a. Saturation Flux Density ({BW/m?)

Exrtra HiGH
Up-LINK BEAM GAIN® HiGH Gamwt  Low GAIN
6 GHz, All Beams
Channels (1-2), (3-4), (5-6), (7-8) -82.1 ~74.6 ~67.1
Channels 9, 10, 11, 12 —-85.1 -77.6 ~70.1
14 GHz, East Spot
Channels (1-2), (5-6}, (7-8), (7-12) -77.0 -72.0
14 GHz, West Spot
Channels (1-2), (5-6}, (7-8), (7-12) —80.3 —-75.3
b. Receive System G/T (dB/K)
6 GHz, Global —-16.0
6 GHz, Hemispheric -9.0
6 GHz, Zone —-6.0
14 GHz, East Spot 0.0
14 GHz, West Spot 33

* The switch from the high gain to the extra high gain state can be accomplished on
a beam-by-beam basis only.

* The switch from the low gain to the high gain state can be accomplished on a
channel-by-channel basis.

5 through 9 of the INTELSAT v that are not detailed in this note remain
unchanged from the values given in Reference 1.

References

[11 I. C. Fuenzalida, P. Rivalan, and H. J. Weiss, “‘Summary of the
INTELSAT Vv Communications Performance Specifications,” COMSAT Tech-
nical Review, Volume 7, No. 1, Spring 1977, pp. 311-326.

[2] N. J. Barberis and C. F. Hoeber, “Design of the Advanced INTELSAT v
Spacecraft,”” ATAA 9th Communications Satellite Systems Conference,
1982.



Communications performance specifications of the
INTELSAT V-A

J. MarTIN, D. ARNSTEIN, AND C. ADAMS
(Munuscript received December 27, 1982)

Introduction

The need for several INTELSAT v class spacecraft beyond flight model 9 led
to a contract with Facc for the manufacture of INTELSAT v-A spacecrafl.
Although the INTELSAT v-A incorporates many of the major concepts and
communications performance specifications of the INTELSAT v, there are several
important differences between the two spacecraft. This note summarizes the
differences between the INTELSAT v and v-A spacecraft and the performance
specifications of the INTELSAT v-a communications payload.

The specifications for these modifications were prepared by the INTELSAT
Executive Organ Staff and approved by the Inre1sar Board of Governors.

Major differences between the INTELSAT V and INTELSAT V-A
spaceeraft

There will be several important differences between the INTELSAT v and
INTELSAT v-A spacecraft. The introduction and expansion of ThMA into the
INTELSAT system will require that the communications subsystem of the
INTELSAT v-a be fully compatible for use as a repeater of TbMa signals. This

J. E. Martin is Spacecraft Consulting Engineer in World Systems Division,
Communications Services.

D, Arnstein is Manager of Communications Systems in World Systems
Division, Communications Services.

C. Adams is Systems Fvaluation Analyvst in World Systems Division,
Communications Services.
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compatibility will require a change in the saturation flux density and gain step
for those channels that may be used for TnMa traffic.

Ancther important difference between the INTELSAT v and v-aA spacecraft
will be the addition of a second global beam and two spot beams in the 6/4-
GHz band of the INTELSAT v-A. The two new spot beams are intended to
enhance the capabilities for providing domestic services through the INTELSAT
system. Two changes in the zone beams for the INTELSAT v-A are also intended
to enhance domestic service capability: channel (9) will be added to both zone
beams, and the coverage configurability of the zone beams will be modified.

General characteristics of the INTELSAT v-A are presented in the following
sections, along with communications subsystem performance specifications
that differ from those for the INTELSAT v spacecraft.

General characteristies of the INTELSAT V-A spacecraft

The INTELSAT v-A spacecraft will be an active repeater, body-stabilized,
communications satellite in geosynchronous orbit. It wilt be compatible with
placement into transfer orbit by the Ariane 2 or Atlas-Centaur launch vehicle.
This requirement will constrain the spacecraft mass, inchuding in-orbit pro-
pellant, apogee motor, and spacecraft adapter assembly (less the apogee motor
destruct unit), to 1,950 kg for launch by the Ariane 2 and to 2,141 ke for
launch by the Atlas-Centaur.

The estimated probability of survival of the spacecraft with more than 65
percent of its RF channels operational in each coverage area must be at least
.99 after two months and 0.74 after seven years, including eclipse periods.

All communications subsystem specifications must be met under the worst-
case pointing error expected of the spacecraft or when the spacecraft is
subjected to a worst-case combined pointing error of =0.2° in pitch, +0.2%in
roll, and =0.4° in yaw.

Coverages, channelization, and eonneetivity requirements of the
INTELSAT V-A

FREQUENCY BANDS AND BEAM COVERAGES

The INTELSAT v-a will operate in the 6/4- and 14/11-GHz bands. The up-link
in the 6/4-GHz band will be from 5,925 to 6,425 MHz; the down-link will be
from 3,700 to 4,200 MHz. The 14/11-GHz band will consist of 14,000 to 14,500
MHz on the up-link and 10,950 to 11,200 MHz and 11,450 to 11,700 MHz on
the down-link. Fourfold frequency reuse in the 6/4-GHz band and twofold
frequency reuse in the 14/11-GHz band will be accomplished by spatial and/
or polarization isolation of beams.

The reuses in the 14/11-GHz band will be provided by two spot beams,
steerable by ground command. The 6/4-GHz band will have two hemispheric
beams and two zone beams, as well as two orthogonally polarized global
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beams on both the up-link and down-link and two orthogonally polarized spot
beams on the down-link. Switching between the global or spot beams on the
down-link will permit any two orthogonally polarized beams to be operational
at the same time. The two 4-GHz down-link spot beams will be steerable so
that the edge of coverage can be positioned anywhere on the visible earth
disk. However, the coverage chosen for the 4-GHz down-link spot beams will
depend on the coverage chosen for the 14/11-GHz spot beams. That is, the
center of the 14/11-GHz east spot beam will be approximately 8.2° north and
1.1° east, in spacecraft coordinates, of the center of the 4-GHz east spot beam,
while the center of the 14/11-GHz west spot beam will be approximately 8.0°
north and 2.8° west, in spacecraft coordinates, of the center of the 4-GHz
west spot beam. The coverage areas of the 4-GHz spot beams will be circular
with diameters of 5° measured in spacecraft coordinates. Table 1 summarizes
the beam coverages and their corresponding polarizations.

TABLE 1. INTELSAT V-A COVERAGE BEAMS

POLARIZATION

Banp COVERAGE Up-LinNk DownN-LINK

6/4 GHz Global A LHC? RHC*
Global B RHC LHC
West Hemispheric LHC RHC
East Hemispheric LHC RHC
Zone 1 RHC LHC
Zone 2 RHC LHC
Spot A RHC
Spot Be LHC

14/11 GHz East Spot Lineard Linear
West Spot Linear Linear

2 Left-hand circular.

b Right-hand circular.

< Spot A and Spot B used on the down-link only.

4 The polarization of the east spot beam will be orthogonal to the west spot beam.

The coverage areas required for the 6/4-GHz zone and hemispheric beams
of the INTELSAT v-A spacecraft in each of the three ocean regions will be the
same as those for INTELSAT v, as shown in Figure 1 [1]. The spacecraft is to
be designed so that the configuration is switchable by ground command to
meet coverage requirements for any of the three ocean regions. In addition,
the zone beams must be reconfigurable by ground command so that the zone
1 coverage orientation as shown in Figures 1a and Ib can be used with the
zone 2 coverage orientation as shown in Figure 1¢. Figure 1d shows the range
of steerability of the east 14/11-GHz and 4-GHz spot beams, and Figure le
shows the range of steerability of the west 14/11-GHz and 4-GHz spot beams.
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Figure la. INTELSAT V-A Coverage of Atlantic Ocean Region

TRANSPONDER CHANNELIZATION PLAN

Figure 2 shows the transponder channelization plan for the INTELSAT v-a
spacecraft, Each of the frequency bands to be used will be divided into nominal
40-MHz segments identified by a channel number. When more than one
segment is allocated to a given transponder, the channel will be designated by
a multiple channel number, ¢.g., channel (1-2).

TRANSPONDER SWITCHING CAPABILITY

The communications subsystems will have the routing switches necessary
to accomplish the interconnections shown in Table 2 by ground command.
The switching will be on a channel-by-channel basis with the exception of the
channels in the global and 4-GHz down-link spot beams, which will be
switchable on a beam-by-beam basis. In all cases, a channel will interconnect
only one receive coverage with one transmit coverage at a time.
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Figure 1b. INTELSAT V-A Coverage of Pacific Ocean Region

Overall eommunications performance specifications for the
INTELSAT V-A

LINK PERFORMANCE PARAMETERS

Polarization performance, beam isolation, receive G/T, and transmit €.1.1.p.
requirements are given in Table 3. Table 4 gives the saturation flux densities
and shows that an extra high gain step is to be incorporated in the 14/11-GHz
zone beam transponders for flight models 13 through 15. This extra high gain
step will allow new business services and domestic communications services
to be provided using ground terminals with small antennas (3.5-8 meters in
diameter).
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Figure 1c. INTELSAT V-A Coverage of Indian Ocean Region

NONLINEAR CHANNEL PERFORMANCE SPECIFICATIONS

Table 5 gives phase shift and intelligible crosstalk ratio specifications for
single-carrier performance and minimum carrier-to-intermodulation power ratio
specifications for 2-carrier operation (i.e., nonlinear performance specifications
for input sections common to more than one channel). Nonlinear performance
specifications that are applicable to each transmission channel, such as phase
and amplitude linearity, are the same for the INTELSAT v and v-A spacecraft,
and can be found in Table 6 of Reference 1.

OTHER REQUIREMENTS

Other spectfications, such as gain slope requirements and out-of-band
response specifications, are important for satisfactory performance of the
communications payload. Those that are the same for the INTELSAT v-A and
INTELSAT V spacecraft can be found in Tables 7-9 of Reference 1.
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Figure 1d. Range of Steerability for East Spot Beam
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Figure le. Range of Steerability for West Spot Beam
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TaBLE 3. BEaM [SOLATION, RECEIVE G/T, AND TRANSMIT E.LR.P.

m
el . 5= FOR THE INTELSAT V-A
2 e e EN At
v Polarization Performance®
. Global A® 1.05
= < _ Global B 1.05
g 5 - . oA Hemispheric 1.09
M~ N = = —
£ & = = e Zone 1.09
;&; 4-GHz Spot®
o @ Antenna Isolation® (dB}
w ;~§ Hemi to Hemi 27
E S & = x&Ezg Hemi to Zone 27
5 < = ~ T Zone to Zone 27
) 4-GHz Spot to 4-GHz Spot 27
EE < 14/11-GHz Spot to 14/11-GHz Spot
- 2 8°E-W Separation 33
LZ) § = = f ~8=a 6.5° E-W Separation 27
la|l © T = g Receive System G/T (dB/K)
o2 6-GHz Global ~16.0
Li] 5 ~ 3 6-GHz Hemispheric -9.0
Zi8| u ATxTE gyex E 6-GHz Zone -6.0
S1El & =z2ocE cooce - 14-GHz East Spot 0.0
=2 g 14-GHz West Spot 3.3
Z ot
2 - z e.i.r.p. (ABW)
210 2 FYSE. TI8%s 2 4-GHz Global
=4 S oo o ew ® Channels (7-8) 6.5
2 g Channels (9), (10}, (11}, (12) 235
5 o3 I 33 © 4-GHz Hemi or Zone
% 2 = T8 37 ra Channels (1-2), (3-4), (5-6), (7-8) 29.0
< el B - E: Channel (9) 26.0
B~ &) 4-GHz Spot
< B g sa S 8 Channels (7-8) 358
- ; E‘ AN o0 o Channels (9), (10), (11), {12} 325
> T 2 11-GHz East Spot
= 4 Channels (1-2), (5-6), (7-12) 411
d 5 § = = s 11-GHz West Spot
= o o - [t f Channels (1-2), (5-6), (7-12) 44.4
[v:]
E '_8 2 Voltage axial ratio for transmit and receive beams.
i g e = & ) b The 4-GHz spot beams will utilize the global receive antennas and the 14/11-GHz
Bi § c% g i g spot beam transmit antennas.
= - e < ¢ Minimuem beam isolation for transmit and receive beams
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TABLE 4. SATURATION FLuX DENSITY FOR THE INTELSAT V-A

SAaTURATION FLux DENSITY (dBW/m?)

EXTRA
HiGH HiGH Low
Ur-LiNK GAIN® Gane GAIN
6-GHz Hemi and Zone
Channels (1-2), (3-4), (5-6), (7-8) —-84.1 —-76.6 ~67.1
Channel (9) —85.1 -77.6 -70.1
6-GHz Global
Channels (7-8) —R82.1 —74.6 —-67.1
Channels (9}, (10), (11), {12) —85.1 -77.6 -70.1
[4-GHz East Spot,
Channels (1-2), (5-6), (7-8), {7-12)
Flight Models 10-12 -77.0 -72.¢
Flight Models 1315 —84.0 -77.0 -72.0
i4-GHz West Spot,
Channels (1-2), (3-6), (7-8), (7-12)
Flight Models 10-12 - #0.3 -753
Flight Models 13-15 —87.3 —80.3 —-753

* The switch from the extra high gain to the high gain state can be accomplished on
a beam-by-beam basis only.
® The switch from the high gain to the low gain state can be accomplished on a
channel-by-channel basis.
TABLE 5. NONLINEAR PERFORMANCE SPECIFICATIONS APPLICABLE
TO INPUT SECTIONS COMMON TO MORE THAN ONE TRANSMISSION
CHANNEL ON INTELSAT V-A

a. Single-Channel Performance

Frux DeNsITY
ILLUMINATING THE

SPACECRAFT Toyral. PHASE SHIFT INTELLIGIBLE CROSSTALK
(dBW/m?) {deg) RaTio*
6 GHz 14 GH:z
—-64.6 —67.5 1.5 —175 + 20 log f.,
-73.6 -76.5 0.2 —193 + 20 log /.,

b. Two-Carrier Performance

FLux DENSITY
ILLLUMINATING THE
SPACECRAFT FOR EACH OF

Two CARRIERS Ci
(dBW/m?) (aB)
6 GHz 14 GHz
-67.6 —-70.5 26
-72.6 -75.5 36
-71.6 — 8.5 46

* Madukation freanency £ exnressed in Hy

Geosynchronous satellite log

C. H. ScHmMmrTT

(Manuscript received February 23. 1983)

This note provides lists of current (First Quarter 1983) and future geosyn-
chronous satellites for the Fixed Satellite Service (rss) and the Maritime
Mobile Satellite Service (MMss). Broadcasting Satellite Service (Bss) satellites
are also listed where notifications to the International Frequency Registration
Board (1Fr#) have been made. The lists are ordered along increasing cast
longitude orbit position and update previously published material [1].

Table 1 lists the satellites that are operating now or satellites that may be
capable of operating in orbit. Satellites being moved to new orbits are shown
at their planned final positions; their current locations (First Quarter 1983) are
given in the remarks column.

Table 2 lists newly proposed and replacement satellites and their currently
planned orbit positions. Additional technical characteristics may be found in
the 1FRrE circulars published weekly in the special sections [2].

A key to the frequency bands used in Tables | and 2 is included in Table
3. as are the service allocations and the applicable 1Tu region when the band
is not allocated worldwide,

REFERENCES

[11 W. L. Morgan, 1980 Geosynchronous Satellite Log,” COMSAT Technical
Review, Vol. 10, No. 1, Spring 1980, pp. 233-262.

[2] IFRB Circulars, The International Telegommunications Union IFRB, CH
1211 Geneva 20, Switzerland.

Carl H. Schmitt is an Assistant to the Director for Communications on the
Staff of the Division Director, Engineering and System Integration, System
Technology Services, COMSAT General Corporation.,
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Subsatellite

TABLE |. FIXED, BROADCAST AND MARITIME MOBILE SERVICE SATELLITES IN
GEOSTATIONARY ORBIT, FIRST QUARTER 1983

Launch Date

Sateliite

Country or

Longitude1 Designation Organization
4.2°E 11 May 1978 0Ts-2 ESA
4.6°E 23 Jan 1972 INTELSAT IV INTELSAT
(F-4}
33,1°E 30 July 1981 RADUGA 9 USSR
36.56°E 26 Nov 1982 RADUGA 11 USSR
43.9°E 20 Feb 1980 RADUGA 6 US3R
49,6°E 26 NDec 1980 EKRAN 6 USSR
53.9°E 18 July 1981 RADUGA 4 USSR
57°E 29 Jah 1976 INTELSAT IV-A INTELSAT
(F-2)
59.2°E 15 March 1982 GORIZONT-5 USSR
60°E 23 May 1981 INTELSAT V INTELSAT
(F-1)
62.9°E 28 Sept 1982 INTELSAT V INTELSAT
{F-5)
72.5°E 10 June 1976 MARISAT 2 US-COMSAT
General
73.6°E 2l Feb 1579 EKRAN 3 USSR
771°E 13 March 1977 PALAPA A-2 INDONESIA
83.1°E T July 1976 PALAPA A-1 INDONESIA
84.8°E 9 Oct 1581 RADUGA 10 USSR
86°E 28 Dec 1979 GORIZONT 3 USSR
B7.9°E 26 June 1981 EKRAN 7 USSR
89.6°E 6 July 1979 GORIZONT 2 USSR
90.8°E 5 Feb 1982 EKRAN 5 USSR
91,3°E 10 Oct 1982 GORIZONT 6 USSR
93.6°E 21 Feb 1979 EKRAN 3 USSR
98.5°E 16 Sept 1982 EKRAN 9 USSR
132°EF 4 Feb 1983 CS~2a Japan
135°E 15 Dec 1977 SAKURA (C.S.) Japan=NTT
and MASDA
174°E 31 March 1978 INTELSAT IV-A INTELSAT
(F-6)
176.3°E 14 Oct 1976 MARISAT 3 US-COMSAT
. (F-2) General
179°¢ 7 Jan 1978 INTELSAT 1v-A INTELSAT
{F-3}
217°E 26 Oct 1982 SATCOM {F-5} Us-Alascom,
{143°u) AURORA Inc.
225°E 13 Dec 1975 SATCOM 1 US-RCA
(135°W) (F-1)
229°¢ 21 Nov 1981 SATCOM 3R US-RCA
{131°w) {F-3R)
233°E 21 Feb 1981 COMSTAR 4 US-COMSAT
[Lerwy General
237°E 9 June 1982 WESTAR 5 US-Western
{123°W) Union

Function

F55
FSS

FSS
FSS
F55
BSS
F55
FSS

Fs5
FSS

FSS/MMSS

MMSS

BSS
FSS

FSS
FS§
Fss
8SS
FS$

FSS
BSS
35S
FSS

FSS

Fss

MMSS

FSS

FSS

FS5S

FSs

Up/Down -
Link
Frequency
{GHz )

14711
6/4

6/4
6/4
6/4
6/UHF
6/4
5/4

6,8/4,7
§,14/4,11

6,14/4,11
1.6,6/1.5,4

1.6,6/1.5,4

6/UHF
6/4

6/4
6/4
6,8/4,7
6/UHF
6,8/4,7
6/UHF
6,8/4,7
6/UHF
6/UHF
6,30/4,20

6,30/4,20
6/4

1.6,6/1.5,4

6/4

6/4

6/4

6/4
6/4

6/4

Remarks

Experimental

Retired from cperational
service

Indian Dcean spare

Indian Ocean Major Path

Indian Dcean Region coverage;
contains Maritime Comrunica-
tions System package

INMARSAT Indian Ocean spare

Drifting from 147°F at (.4°W
per day

Experimental
Pacific Ocean Region satellite

Pacific Ocean Maritime
satellite; also carries UHF
capability

Pacific Ocean Region spare
Alaskan coverage only

On 2/17 drifting .64°E/day from
144,794

On 2/25 drifting 3,5°E/day from
128.6°W

reol
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TABLE | (continued). FIXED, BROADCAST AND MARITIME MOBILE SERVICE SATELLITES

—
»
IN GEOSTATIONARY ORBIT, FIRST QUARTER 1983 &
Subsatellit satellit ¢ up/Zown - 8
atellite atellite ountry or . Link ]
Longitudel Launch Date Designation Organization Functfon Frequency Remarks =
(GHz) 2
241°E 26 March 1976 SATCOM 2 US-RCA FSS 6/4 q
{1159°W) {F-2) g
242,6°E 12 Nov 1982 ANIK C3 (E) Canada- FSS 14/12 Z
(117.4°%) TELESAT 2
245°F 7 May 1975 BNTK 3 Canada- rss 674 -
(114°W) (A-3) TELESAT z
251°F 16 Dec 1978 ANIK Bl (4} Canada- FS3 6,14/4,12 E
(109°W) TELESAT =
255.5°E 26 Aug 1982 ANIK D1 Canada- FSS 6/4 <
{104.5°W} TELESAT g
260°F 15 tov 1980 585 1 US-Satellite FSS 14712 E
(100°W} Business m
Systems —
261°F 26 Feb 1982 WESTAR 4 US-Yestern FSS 6/4 -
(59°W) Unian E
263°E 24 Sept 1981 SBS 2 tI5-Satellite FSS 14/12 E
(97°w) Business =
Systems
265°L 13 May 1976 COMSTAR 1 US-COMSAT FSS £/4 Colacated for aperational '
(95°W} General reasens Z
-
265°F 22 July 1976 COMSTAR 2 US-COMSAT FSS 5/4 Colocated for operational z
{95°W) General reasons =
266°E 11 Nov 1982 SBS 3 US-Sateliite FSS 14712 o
{94°W) Business =
Systems
269°E 10 Aug 1979 WESTAR 3 US-Western FSS 6/4
{91°W) Union
273°E 29 June 1978 COMSTAR 3 US-COMSAT F3S 8/4
(B7°W) General
277°F 16 Jan 1582 SATCOM 4 US-RCA FSS §/4
(83°4)
281°E 13 April 1974 WESTAR 1 US-Western FSS 6/4
{79°W) Union
281°E 10 Qct 1974 WESTAR 2 US-Western FSS 6/4 WESTAR 1 was taken out of serv-
(79°W) Union ice in December 1982 due to
lack of fuel to maintain north-
south stationkeeping
307°E 22 May 197% INTELSAT IV INTELSAT FSS 6/4 Replaces F-7 in 1983
(53°W) {F-1)
316,3°E 23 Aug 1973 INTELSAT 1V INTELSAT Fss 6/4 Retired from operational 3
(43.7°W) {F-7) service =
320.9°E 20 Dec 1971 INTELSAT 1¥ INTELSAT F3S 6/4 Retired from operational %
{39.1°W) {F-3) servicel =
325.5°E 6 Dec 1980 INTELSAT V INTELSAT FSS 6,14/4,11 Atlantic Ocean Region Major o
(34.5°) (F-2) Path 1 =
332.5°E 4 March 1982 INTELSAT ¥ INTELSAT FSS 6,14/4,11 Atlantic Ocean spare 4
(27.5°W) (F-4) z
333.9°F 20 Dec 1981 MARECS-A INMARSAT MMSS 1.6,6/1.5,4 Atiantic Ocean Region INMARSAT ,:E
(26.1°W) S
335.5°E 15 pec 1881 INTELSAT V INTELSAT FSS 6,14/4,11 Atiantic Ocean Primary Path 8
(24.5°W) {F-3) satellite 7
338.5°E 25 May 1977 INTELSAT 1v-A INTELSAT FSS 6/4 Atlantic Ocean Region contin- 4
{21.5°W) (F-4} gency satellite o
341.5°E 26 Sept 1975 INTELSAT IV-A INTELSAT Fss 65/4 Atlantic Ocean Region Major E
{18.5°W) (F-1) Path 2 ;]1
345°F 26 Aug 1977 SIRIO [taly - 17712 Exper‘irnenta'k3 -
{15°H) 2
345.0°E 19 Feb 1976 MARISAT 1 US-COMSAT MMSS 1.6,6/1.5,4 Atlantic Ocean Reginn spare,
{15,0°W) General leased to INMARSAT, aiso has
UHF capability —
e
s




TABLE | (continued), FIXED, BROADCAST AND MARITIME MOBILE SERVICE SATELLITES
IN GEOSTATIONARY ORBIT, FIRST QUARTER 1983

861

Up/Down -
Subsatellite Satellite Country or s Link
Longitudel Launch Date Designation Organization Function Frequency Remarks
{GHz)
345,4°E 14 June 1980 GORIZONT 4 USSR FSS 6,8/4,7
(14.6°H)
348.8°E 19 Dec 1974 SYMPHONIE 1 France/ - &/4 Experimental
(11.2°W) (A) Germany Colocated
348.5°E 27 Aug 1975 SYMPHONIE 2 France/ -- /4 Experimental
(11.5°W) {B) Germany Colocated :
359°E 21 Nov 1974 INTELSAT IV INTELSAT Fss 6/4 Spare satellite .
(1°W) (F-8) '

Note: 1. The list of satallite lengitudes was compiled from the best information available fer
early 1983,

2. Retired INTELSAT satellites are located between 1° and 7°E or 316°-322°E. Operations are
Timited to Telemetry and Command.

3. Being moved to 65°E.

£861 DNIES ‘| MHAWNN ¢] TWNNTOA MAATE TVIINHOIL LVSWOD

TABLE 2. PLANNED GEOSTATIONARY SATELLITES FOR FIXED, BROADCAST AND MARITIME
MOBILE SERVICES :
. Up/Down-
Subsatellite  Launch Satellite Country or Function Link IFRB Refarence
Longitude Date Designation Organization Frequency Circulars ;
(GHz) !
3,5°E 1987 SICRAL 14 Ttaly MSS/FSS  UHF,8,14, AR11/A/44
40/7,12,20
5°F 1985 TELE-X Norway, Sweden, FS5/BSS  30,17/20,12 SPA-AA/27/1535,
Finland SPA-AA/29/1539
10°E 1983 EUTELSAT-1 France FSS 14/11 SPA-AJ /32771492 8
15°E 1986 AMS-1 Israel FSS 6,14/4,11 AR11/A/39/1554 :
15°E 1986 AMS-2 [srael FSS 6,14/4,11 AR11/A/39/1554 9]
17°F 1984 SABS Saudi Arabia BSS 14/11 SPA-AA/267/1424 7
19°E 1934 ARARSAT [ Arab Leadue FSS/BSS  6/4,2.5 SPA-AJ/172/1388 2
22°L 1987 SICRAL 18 [taly MMSS/FSS  UHF,B,14, ARL1/A/45 %
40/7,12,20 Zz
23.5°F 1987 OFS-1 Bermany Fss 14,20/12,20 ARI1/A/40/1556 %
26°E 1984 ARABSAT 11 Arab League FSS/BSS  6/4.2.5 SPA-AJ/173/1388 %
26°E Unknown Z0HREH-2 Iran FS§ 14/11,12 SPA-AJ/76/1303 8
28.5°E 1987 DF5-2 Germany FSS 14,30/12,20 ARL1/A/41/1556 :
34°E Unknown ZOHREH-1 Iran FS§ 14/11,12 SPA-AA/163/1278 Z
45°F Unknown LOUTCH-PZ USSR FSs 14711 SPA-AJ/122/1340 E
47°F Unik frown ZOHREH-3 Iran FSS 674 SPA-AA/165/1278 51
53°E Unknown LOUTCH 2 USSR FSS 14/11 SPA-AJ/85/1318 =
58°E 1983-1985 VOLNA-4 Usse MMSS 1.6/1.5 SPA-AA/172/1286 -’0'3
64_5°C Mid-1980s MARECS-C INMARSAT MMSS 1.6,6/1.5,4 SPA-RJ/243/1432
70°E Unknown 5TW-1 China Fss 6/4 SPA-AJ/239/1431 o
B




TaBLE 2 (continued). PLANNED GEOSTATIONARY SATELLITES FOR FIXED, BROADCAST §
AND MARITIME MOBILE SERVICES
Up/Down- 8
Subsatellite Launch Satellite Country or Function Link IFRB Reference 5
Longitude Date Designation Urganization Fr?quer)]cy Circulars :
GHz

=
70°F 1983/1984 STY-2 China F$S 6/4 SPA-AA/142/1255 s
80°E Unknown  STATSIONAR-13 USSR Fs$s$ 6/4 SPA-AJ /30571469 z
80°E Unknown  POTOK-2 USSR F5S 6/4 SPA-AA/345/1485 g
45°E Unknown LOUTGH-P3 USSR FSS 14/11 SPA-AJ /1340 -
85°F Unknown VOLNA-5 USSR MMSS 1.6/1.5 SPA-AA/173/1286 E
90°F Unknown  LOUTCH-3 USSR FS3 14/11 SPA-AJ /8571318 2
90°f Unknown  VOLNA-3 USSR MMSS 1.6/1.5 SPA-AA/289/1445 -
94°F 1983 INSAT-1R India FSS/BSS 674 SPA-AJ /23171429 2
95°F Unk nown STATSTONAR-14 USSR FSS 6/4 SPA-AJ/306/1469 =
108°E 1983 PALAPA-B1 Indonesia FS5% 6/4 SPA-AA/197/1319 _
110°F 1984 BS-2 Japan TCSJ B5S 14712 AR11/C/10 :
113°E 1983 PALAPA-B2 Indonesia FSS$ 6/4 SPA-AR/198/1319 §
118°E 1983-1984 PALAPA-B3 Indonesia FSS 6/4 SPA-AA/196/1319 =
125°E 1983 STH-1 China, Peoples  FSS 6/4 SPA-AJ /23971431 =

Republic of -
130°E 1983-1984 STATSIONAR-15 USSR FSS$ 6/4 SPA-AJ /30771469 @
=
135°t Unknown  CSE Japan BSS 6/2 SPA-AJ/19/1226 g
(KATSURA) &
136°F 1983 C5-2b Japan TCSJ F$S 6,3074,20  SPA-AJ/325/1490 =
- oo
140°€ Unknown  LOUTCH-4 USSR FS$ 14711 SPA-AJ/87/1318 Pt
140°F Unknown  STATSIONAR-7 USSR FSS 6/4 SPA-AJ /3171251
140°E Unknown VOLNA-6 USSR MMS5 1.6/1.5 SPA-AA/174/1288
IR ————— = ——
156°E 1985 AUSSAT 1 Australia £SS 14712 RES SPAZ-3-AA/12/1456
{0TC)
160°F 1985 AUSSAT Tt Australia F5s 14/12 RES SPAZ-3-AA/13/1456
{(0TC)
165°E 1985 AUSSAT 111 Australia FSS 1412 RES SPAZ-3-AA/14/1456
(oTey
190°E Unknown  LOUTCH-P4 USSR Fss 14/11 SPA-AJ /12471340
(170°W)
190°F Unknown  STATSIONAR-10 USSR FsS 6/4 SPA-RJ/64/1280
{170°W)
190°F Unkriawn VOLNA-7 USSR MMSS 1.6/1.5 SPA-AA/175/1286
{170°W)

[}
192°EF 1983 POTOK-3 USSR Fss§ 6/4 SPA-AA/346/1485 =
{168°W)

4
214°E Unknown  AMIGG 2 Mexico BSS 17/12 RES 33/A/1 <
(146°W) 3
221°E Mid-1980s SATCOM IR US-RCA FSS 5/4 ARL1/A/B/1524 a
(139°W) Americam 5

Communications -

4
224°F Unknown AMIGD 1 Mexico BsS 17/12 RES 33/A/2 9]
(136°W) e
237°¢ 1983 WESTAR-V US-Hestern FSS /4 ARL1/A/5/1524 g
(123°W) Union 8
241°F 1984 SPACENET-1 US-Southern F5% 6,14/4,12 AR11/A/10/1525 v
{119°u) Pacific Sat. 4

Co. :ni
243,5°F 1985 ILHUICAHUA-2  Mexico FSS 674 AR11/A/30/1540 =
(116.5°W) r:n
244°F 1983 ANTK-C2 Canada-Telesat  FS$ 14/12 SPA-AJ /6971302 -
(116°K) g
245,5°F 1985 ILHUICAHUA-1  Mexico Fss 6/4 ARL1/A/28/1529 -
(114.5%)
246°F 1985 ANTIK D2 Canada-Telesat F3S 6/4 SPA-AA/358/1500 8

[y




TABLE 2 (continued). PLANNED GEOSTATIONARY SATELLITES FOR FIXED, BROADCAST
AND MARITIME MOBILE SERVICES

Up/Down -
Subsatellite  Launch Satellite Country or Function Link [FRB Reference
Longitude Date Designaticn Organization Fr?que?cy Circulars
GHz
254°F 1985 GSTAR-1 US-GTE FS$5 14/12 AR11/A/14/1525
{106°W) Satellite
257°F 1988 GSTAR-2 US-GTE FSS 14712 ARI1/A/15/1525
(103°W} Satellite
264°F 1983 USASAT &C us F§S 14/12 AR11/A/35/1553
{96°W)
?ngﬁ) 1583 TELSTAR-3A US-ATAT LL FSS 6/4 AR11/A/8/1524
273°F 1584 TELSTAR-38 us FSS 6/4 ARLL/A/9/1524
(87°) / FAf9
284°E 1986 SATCOL 1 Colombia F§8 5/4 SPA-A/127/1343
(75°W)
284, 6°E 1986 SATCOL 2 Celombia FS§§ 6/4 SPA-A5/128/1343
{75.4°W)
288°F 1983 GALAXY 2 Us F3§ 6/4 SPA-AA/312/1465
Z290°E Unknown SBTS A-1 Brazil F3s 6/4 AR11/A/16/1526
(70°W)
294°F 1985 USASAT 84 us FSS 6/4 ARL1/A/36/1553
2957 1985 SBTS A.2 Brazil F55 6/4 AR11/8/17/1526
{65°W)
298°F 1986 USASAT 8B us FSS 6/4 AR11/A/37/1553
302°¢ 1987 USASAT 8C us F5S 6/4 AR11/A/38/15653
335°E Unknown LOUTCH-P1 USSR FSs 14/11 SPA-AA/LTT/1289
(25°W) ’
335°E Unknown STATSIONAR-8 USSR FSS 6/4 SPA-AJ/62/1280
[25°W)
335°E Unknown YOLNA-1 USSR MMSS 1.6/1.5 SPA-AA/169/1286
(25°W)
341°E 1986 LUXSAT Luxembourg BSS 17/12 ARL1/A/23/1529
(19°W)
341°E 1985-1986 L-SAT ESA BSS 13,17,30/ SPA-AA/308/1463
{19°W) 12,20 ARL1/A/33/1544
341°F 1976 HELYESAT-1 Switzerland B3S 17712 SPA-AA/3BR/1512
{19°W)
344°¢ 1983-1984 STATSIONAR-11 USSR FsS 6/4 SPA-AJ/303/1469
[11°W)
345, 6°E 1983 POTOK-1 USSR F3s 6/4 SPA-AA/344/1485
(14.4°W)
346°E Unknown LOUTCH 1 11558 F35 674 SPA-AJ/84/1318
{14°W)
346.5°E Unk nown YOLNA 2 USSR MMSS 1.6/1.5% SPA-AA/170/1286
(13.5°W)
352°t 1983 TELECOM I-A France FSS 6,14/4,12 SPA-AJ /259971461
(8°W)
355°E 1983 TELECOM T1-B france F$S 6,14/4,12 SPA-AJ /30071461
{5°W)
Note: The weekly IFRB Circylar has special sections, some of which are related to the

satellite services as follows:

ARI1/A/---/Circ. No.
Contains advance publicaticn of information on a planned satellite network,
ARIL/C/---/Circ. MNo.
Contains requests for coordination under RR1060 of frequency assignments to a
space station on a geostationary satellite.
RES/33/A---Contains information on a planned satellite in the Broadcasting
Satellite Service.
SPA/AA/-==/Circ. No., see ARL1/A/---.
SPA/AJ/---/Circ. No., see ARI1/C/---.

4114

£R41 ONIMdS “[ HAIWNN ¢ ANNTOA MIIATE TVIINHIAL 1VSHOD

HLITTALYS SNONOAHINASOHD (HLON dLD

D01

0T



204 COMSAT TECHNICAL. REVIEW VOLUME 13 NUMBER 1, SPRING 1983

TABLE 3. FREQUENCY BAND KEY

ABBRFEVIATION Duscriprion (GHz)
UHF 0.702 10 0.726
0.742 1o 0.766
1.5 1.530 to 1.535, [.535 10 1.544, MMS5+
1.6 1.6265 to 1.6455, MMSS
2.5 2.5 0 2.69 GHz, BSS»
4 3.400 to 3.900, FSS¢
3.700 to 4.200. FSS
6 5.725 10 5.925. FSS
5.925 to 6.425, FSS
B 10.700 to 11.700. FSS
12 11.7 to 12.2¢, F8S. Region 2
11.7 to 12,5, BSS, Regions 1 and 3
12,2 to 12.7, BSS, Regien 2
12.5 10 12.75, FSS. Regions | and 3 down
14 14.00 to 14.50, FSS -
17 17.3 10 18.1, FSS-BSS Feeder
20 17.7 10 20, FSS, 20.2 10 21.2, F58
30 29.5 10 30, FSS, 30 to 31, F8S

* MMSS: maritime mobile satellite service.
b BSS: broadcast satellite service.

< FSS: fixed satellite service.
4 To be decided at RARC-83.
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Translations of Abstracts

Mise au point d’un transmultiplexeur MRF-MRT a 60
voies

E.S. YAMET M. D. REDMAN
Sommaire

Les auteurs présentent un transmultiplexeur MRI-MRT & groupe sccondaire
de 60 voles mis au point pour I’aMRT par satellite. Ils passent en revue les
principes mathématiques de Ia modulation ct de la démodulation numériques
en bande latérale unique (81U}, et formulent des algorithmes de calcul rapide
pour le traitement des signaux numériques dans les deux sens. Cette approche
utilise un systéme de filtrage de bande passante entierement réel & étage
unique, ainsi que des transformations en cosinus distinctes rapides pour
faciliter les calculs. Les algorithmes sont appliqués & la construction d’un
équipement prototype de transmultiplexeur de groupe secondaire. La concep-
tion utilise une mémoire statique programmable (PROM) microcodable souple
et opte pour la simplicité d’équipement. Le probléme de conception posé par
le prototype de filtre passe-bas a réponse d’impulsions finie (F1r} est esquissé,
et les aspects de la conception applicables & I'aMRrT par satellite y sont décrits.
L équipement de transmultiplexage de groupe secondaire a été mis au point
et testé, et sa performance respecte les normes recommandées par le COITT.

Limites de la tension en eireuit ouvert et du
rendement des cellules solaires

A. MEULENBERG, JR., kT R. A. ARNDT

Sommaire

Les tensions en circuit ouvert (V,.) dans les cullules solaires au silicium a
surface plane de 0.1 Q@ cm, de type n'/p, produites par les techniques de
diffusion, sont actuellement égales ou inférieures i 654 mV. et leur rendement
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Métodos eficaces para calcular la funcion de pérdida
de Erlang

T.N. SHmmMiy Y. L. Park

Abstracto

Se presenta un nuevo método para obtener una primera estimacion de la
intensidad maxima admisible de trifico para una determinada calidad de
servicio ¥ capacidad de canales. La funcién de pérdida de Erlang, junto con
otros medios matematicos, se uliliza para disenar un método mas directo y
rapido de obtener una estimacion exacta de la intensidad del trafico. Es de
especial interés para situaciones en las que el trafico interurbano es relativa-
mente intenso.

Se emplea una representacion integral de la funcidn de pérdida de Erlang
para fijar limites tedricos a la intensidad del trifico, los cuales se toman como
primeras estimaciones; luego se obtienen calculos mas refinados usando
expansiones asintoticas y ¢l método iterativo de Newton.
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APPLE, J., see Assal, F. [CTR82/224].

ARNSTEIN, D., sec Ghais, A. [CTRE2/238].

ASSAL, F., Gupta, R., Apple. I. & Lopatin, A., A Satellite Switching
Center for SS-TDMA Communications,”” Spring, pp. 29-68 [CTR&2/224].
BURWELL, C. & Gover, 5..* “*“Hardware Simulation Facility for 120-Mbit/s

QPSK/TDMA System,™ Fall, pp. 335-369 {CTR82/235].

CHAKRABORTY. D. & Kappes, J., "'Experimental Evaluation of Threshold
Detection With Estimated Sequence Performance,” Fall, pp. 371-397 [CTR&2/
236].

CHAKRABORTY, D., see Dobyns, T. [CTR82/226].

CHANG, C., sce Chou, S. [CTR82/237].

CHOU, 5. & Chang, C.. "4-GHz High-Efficiency Broadband FET Power
Amplifiers,”” Fall, pp. 399-411 [CTR82/237].

DIFONZO, D., see Krichevsky, V. [CTR82/231].

DOBYNS., T., Chakraborty, D., Suyderhoud, H. & Wolejsza., C. J., “*60-
Mbit/s QPSK-TDMA/DSI Field Test via Pacific Basin INTELSAT IV.”
Spring, pp. 93-119 [CTR82/226].

FANG, R. J. F., A Demand-Assigned Mixed TDMA and FDMA/ITDMA
System.”” Spring, pp. 157-180 [CTR82/228].

GHAIS, A., Martin, J.. Arnstein, D. & Lewis, M., “*Summary of INTELSAT
VI Communications Performance Specifications,’” Fall, pp. 413—-429 [CTR82/
238].

GOVER. §.. see Burwell, C. [CTRR&2/235].

GUPTA, R., see Assal, F. [CTRE2/224],

HORNA, O.. *Cancellation of Acoustic Feedback,”” Fall, pp. 319-333 [CTR82/
234].

HSING, 1., “Digital Simulations of SBS Spacecraft Despin Operation,”” Spring,
pp. 213-229 [CTRE2/230].

KAISER, J., see Palmer, L. [CTR82/229].

KAPPES, J., see Chakraborty, D. [CTR82/236].

KRICHEVSKY, V. & DiFonzo, D. F.. **Beam Scanning in the Offset Gregorian
Antenna,” Fall, pp. 2512269 [C'TR82/231].

KUMAR, P. N.. "Depolarization of 19-GHz Signals.” Fall, pp. 271-293
[CTRR2/232].

* Non-Comsar author,

213



214 COMSAT TECHNICAL REVIEW VOLUME 13 NUMBER 1, SPRING 1983

KUMAR. P. N., “Precipitation Fade Statistics for 19;’291-.GHzl COMS'I;AZRT
Beacol; Si;gnals’ and 12-GHz Radiometric Measurements, Spring, pp. 1-

[CTR82/223]. -
LEWIS, M., see Ghais, A. [CTRA2 .
LOPATIN, A., see Assal, F. [CTR82/224].
i 2/238).
MARTIN, J., sce Ghais, A. [CTR8
MILLS, D., see Palmer, L. [CTR82/229]. '
PALMER, L., Kaiser, J., Rothschild, S. & Mills, D.,

: ission,”” Spring, pp. 181-212 [CTR82/229]. N _ ‘
PJIZAE]SET/IIE&X’ r1J “E\n /ﬁg\pproximation Technique for Realizing the Reciprocal

] " i 121-156 [CTR82/227].
i /(x) Frequency Response,” Spring, pp. ¢ _ g

PRSII([IIéX)R( )“RFqTests on the Etam Standard C Antenna,”” Spring, pp. 69-92

[CTR82/225].
ROTHSCHILD, S., see Palmer, L. [CTR82/229]. o .
SINHA, A.. “‘Optimum Orbital Location of a Communications Satellite,

Fall, pp. 295-317 [CTR82/233].
SUYDE%ZJRHOUD, H., see Dobyns, T. [CTR82/226].
WOLEJSZA, C. J., see Dobyns, T. [CTR82/226].

“SATNET Packet Data

COMSAT AUTHORS INDEX 215

Index of 1982 Presentations and
Publications by COMSAT Authors

The following is a cross-referenced index of technical publications and
presentations by COMSAT authors in 1982, not including papers published in
the COMSAT Technical Review, The code number at the end of an entry is
the reprint number by which copies may be ordered from Lab Records at
COMSAT Laboratories, 22300 Comsat Drive, Clarkshburg, Maryland 20871.

ALLNUT, J. E* & Rogers. D. V., **Novel Method for Predicting Site
Diversity Gain on Satellite-to-Ground Radio Paths.” Electronics Letters,
March 1982, Vol. 18, No. 5, pp. 233-235 [82CLR38].

ASSAL, F., see Chou, S. [82CLR28]; Geller, B. [R2CLR27].

BARGELLINI, P. L., “*‘Domestic Satellite Communications Systems: Back-
ground and Projections,” 22nd Int. Scientific Symp. on Space, Rome, Italy,
March 1982, PROC., pp. 123-133 [82CLR49).

BARGELLINL, P. L., “Communications Satellites: Spacecraft and System
Architecture Evolution,” 13th Int. Symp. on Space Technology and Science,
Tokyo, Japan, June-July 1982, PROC., pp. 811-817 [82CLR54].

BEARD, J. E., sce Schnicke, W. R. [§82CLR25].

BINCKES, J. B., see Schnicke, W. R. [82CLR25], [82CLR22].

BRADFIELD, D. E., “Simultaneous Transmission/Reflection Measurements
Using the Hewlett-Packard 8410 B, Microwave Journal, Sept. 1982, Vol.
25, No. 9, pp. 154-155 [82CLR47].

BRISKMAN, R. D., see Edelson, B. 1. [82CLR16].

CALVIT, T. O., see Fang, D. J. [82CLR0!1], [82CLR®?]: Romero, D. D.
[82CILR23].

CARLSON, H. E., see Fleming, P. L. [82CLR07|.

CARPENTER, E., ““An Optimized Dual Polarization Global Beam Antenna,”’
AlAA 9th Comm. Satellite Systems Conf., March 1982, PROC.. pp. 736-
740 [82CLR26).

CHAKRABORTY, D. & Kappes, J. M., “*‘Some Aspects of Widebund HPA
Linearizer Testing,”” Nat. Telesystems Conf., Nov. 1982, CONF. REC.,
pp. E3.1.1-E3.1.6 [82CLR46].

CHANG, H.,* Alvarez, R.,* Lee, W.,* Nirva, K.* & Rieger, F. I., “FDM-
FM Cochannel interference Identification System,’’ Int. Telemetering Conf.,
Sept. 1982, PROC., Vol. XVIIL, pp. 351-370 [82CLR17].

CHANG, P., see Rhodes, S. [82CLR43].

CHEN, C. H.. see Fang, D. J. [§2CLR05].

CHITRE, D. M., A Selective Repeat ARQ Scheme and Its Throughput
Analysis,”” IEEE Int. Conf. on Comm., June 1982, CONF. REC., Vol. 3,
pp. 6G.4.1-6G.4,6 [82CLR32].

* Non-COMSAT author.



216 COMSAT TECHNICAI REVIEW VOLUME 13 NUMBER 1, SPRING 1983

CHOU, 8., Chang, C.,* & Assal, F., “*High-Efficiency Broadband FET Power
Amplifier for C-Band TWTA Replacement,”” [EEE Int. Conf. on Comm.,
June 1982, CONF. REC., Vol. 1, pp. IE.2.1-1E.2.4 [82CLR28].

COOK, W_, see Kaul, A. [R2ZCLR19].

CUDHEA, P. W_ * McNeill, D. A.¥ & Mills, D. L., “SATNET Operations,”
ATAA 9th Comm. Satellite Systems Conf., March 1982, PROC., pp. 100—
106 [B2CLRI18§].

DAVIES, D. E.,* McNally, P. I., Lorenzo, I. P.* & Julian, M.,* *'Incoherent
Annealing of Implanted Layers in GaAs,” [EEE Electron Device Letters,
Apr. 1982, Vol. EDL-3, No. 4, pp. 102-103 [82CLR06].

DIFONZQO, D. F., ““The Evolution of Communications Satellite Antennas,””
IEEE Int. Symp. on Antennas and Propagation, May 1982, Digesr, Vol. |,
pp. 358-361 [82CLRI13].

DUNLOP, J. D. & Stockel, I. F., "*Nickel-Hydrogen Battery Technology-
Development and Status,” Journal of Energy, Jan.-Feb. 1982, Vol. 6, No.
I, pp. 28-33 [82CLRO3].

EAVES, R. E. & Kolba, D. P.,* “*Multiple Beam EHF Antenna/Receiver
Configuration for Unified Satellite Communications Up-Link Coverage.”
ATAA 9th Comm. Satellite Systems Conf.. March 1982, PROC., pp. 248
254 [82CLR2i].

EDELSON, B. 1. & Briskman, R. D., “The Satellite Communications
Outlook,”” Journal of the British Interplanetary Society, Apr. 1982, Vol. 35,
No. 4, pp. 147-155 [82CLR16].

EMMERT, C.,* Riginos, V. & Potukuchi, I., **In-Orbit Measurement of the
SBS Satellite,” AIAA 9th Satellite Systems Conf., March 1982, PROC.,
pp. 167-173 [R2CLR20].

FANG, D. J. & Chen, C. H.. “*Propagation of Centimeter/Millimeter Waves
Along a Slant Path Through Precipitation.”” Radio Science, Sept.—Oct. 1982,
Vol. 17, No. 5, pp. 989-1005 [82CILR05].

FANG, D. ]. & Liu, C. H., **Fading Statistics of C-Band Satellite Signal
During 1978-1980 Solar Maximum Years,” Propagation Aspects of Fre-
quency Sharing, Interference and System Diversity, AGARD-CPP-332, 1982,
pp. 30-1 to 30-13 [82CLR350].

FANG, D. I., Tseng, F. T. & Calvit, T. O., A Low Elevation Angle
Propagation Measurement of 1.5-GHz Satellite Signals in the Gulf of
Mexico,”’ IEEE Trans. on Antennas and Propagation, Jan. 1982, Vol. AP-
30, No. 1, pp. 10-15 [§2CLRO1].

FANG, D. )., Tseng, F. T. & Calvit, T. O., "*A Measurement of the MARISAT
L-Band Signals at Low Elevation Angles Onboard Mobil Aero,” IEEE
Trans. on Conun., Feb. 1982, Vol. COM-30, No. 2, pp. 359-365 [82CLR(2].

* Non-ComsaT author.

COMSAT AUTHORS INDEX 217

FANG, R. J. F. & Sandrin, W, A., “Data Collection Platform Services via
K, Sub U-Band Transponders,”” 1IEEE Global Telecom. Conf., Nov.—Dec.
1982, CONF. REC., Vol. 3, pp. E5.1.1-E5.1.7 [82CLR40].

FANG, R. ). F., see Rhodes, S. [82CLR43].

FEIGENBAUM, [. A., “‘Reliability of the INTELSAT Communications
System.”” 5th European Conf. on Electrotechnics-Eurocon *82, June 1982,
PROC., pp. 501-507 [82CLR51].

FLEMING, P. L., Meulenberg, A. & Carlson, H. E., “*High-Performance
GaAs Metal Insulator Semiconductor Transistor,”” IEEE Electron Device
Letters, Apr. 1982, Vol. EDL-3, No. 4, pp. 104-105 [82CLR07].

GELLER, B. & Assal, F., “Impact of Monolithic Microwave Integrated
Circuit Development on Communications Satellites,”” 1EEE Int. Conf. on
Comm.. June 1982, CONF. REC., Vol. 1. pp. 1E.1.1-1E.1.5 [82CLR27].

GETSINGER, W. J., “Measurement ol the Characteristic Impedance of
Microstrip Over a Wide Frequency Range,”” IEEE MTT-S Int. Microwave
Symp., June 1982, Digest, pp. 342-344 [82CLR10].

GREENE, K. H., see Koepf, G. A, [82CLR37|; Paul, D. K. [UP092].

GUPTA. V. & Virupaksha, K., “*Performance Evaluation of Adaptive Quan-
tizers for a 16-kbit/s Sub-Band Coder,”” IEEE Int. Conf. on Acoustics,
Speech, and Signal Processing, May 1982, PROC., Vol. 3, pp. 1688-1691
[82CLROY].

HAGMANN, W, see Rhodes, S. [82CLR43].

HUNG, H. L., see Hyman, N. L. [82CLROg].

HYMAN, N. L. & Hung, H. L., “Thermal Design of a Thermoelectrically
Cooled Low-Noise Amplifier,”” Journal of Spacecraft and Rockets, Sept.~
Oct. 1982, Vol. 19, No. 5, pp. 387-388 [82CLR08].

INUKAIL T., *'On-Board Clock Correction by Drift Prediction.”” IEEE Int.
Conf. on Comm., June 1982, CONF. REC., Vol. 3. pp. SE.5.1-5E.5.7
[82CLR31].

KAISER. 1., Dicks. J. R..* Speziale, V.,* Wood. (i.,* Bolingbroke, P.* &
Sams, K.,* "*A Full Duplex Vidco Teleconference via INTELSAT V F-2
and OTS-2 at 14/11 GHz,”” ATAA Yth Comm. Satellite Systems Conf., March
1982, PROC., pp. 566-574 |82CLR24]|.

KAPPES. J. M., see Chakraborty, D, {R2CLR46].

KAUL, A., Cook, W_, Lang, H.* & Dodel, H..* **An Experiment in High-
Speed International Packet Switching.” Satellite Systems Conf., March
1982, PROC., pp. 130-134 [§2CLR19].

KENNEDY. D. I.,* Jankowski, J. A* & King, C. A., "TDMA Burst
Scheduling within the INTELSAT System,”” IEEE Global Telecomm. Conf,
Nov.-Dec. 1982, CONF. REC., Vol. 3. pp. F5.2.1-F5.2.5 [§2CLR44].

KING, C. A., see Kennedy, D. J. [§2CLR44].

* Non-CoMsatT author.



218 COMSAT TECHNICAL REVIEW VOLUME 13 NUMBER 1, SPRING 1983

KOEPF, G. A., Kalen, D. M.* & Greene, K. H., **Raman Amplification at
1.118 pm in Single-Mode Fiber and its Limitation by Brillouin Scattering,”
Electronics Letters, Oct. 1982, Vol. 18, No. 22, pp. 942-943 [82CLR37].

KRICHEVSKY, V., "‘Beam Scanning in Offset Cassegrain Antenna,”” IEEE
Int. Symp. on Antennas and Propagation, May 1982, Digest, Vol. 1. pp.
257-260 [§2CLR11].

KROOP,D. C. & Prewitt, J. M. 5..% “Privacy in Medical Information Systems-
Threats and Countermeasures,” 15t Int. Conf. on Medical Computer Science/
Computational Medicine, Sept. 1982, Proc. MEDCOMP '82, pp. 188-191
[82CLR335].

LIPKE, D. W., "A New Possibility for Aeronautical Satellite Communica-
tions,”” IEEE Global Telecommt. Conf., Nov.-Dec. 1982, CONF. REC.,
vol. 3, pp. E5.2.1-E5.2.4 [82CLR41].

LIU, C. H., see Fang, D. I. [82CLRS50].
LYONS, J. W., "“Comparison of Computer-Predicted and In-Orbit Solar Array

Performance for Geosynchronous Communications Satellites,”” [7th Inter-
society Energy Conversion Eng. Conf., Aug. 1982, PROC., Vol. 3. pp.
1595-1600 [82CLR45}

MACKENTHUN, K. M., ““An Easily Implementable Universal Caode for the
Binary Source,” [EEE Trans. on Information Theory, July 1982, Yol. IT-
28, No. 4, pp. 646-648 [82CLR04].

MARTIN, I. E., see Schnicke, W. R. [82CLR25], [82CLR22].

MEULENBERG, A., ‘‘Basis for Equivalent Fluence Concept in Space Solar
Cells,” Space Photovoltaic Research and Technology Conf., Apr. 1982,
PROC., NASA-CP-2256, pp. 185-194 [82CLR48].

MEULENBERG, A., se¢ Fleming, P. L. [82CLRO7].

McNALLY, P. 1., sec Davies, D. E. [82CLRO6].

MILLS, D. L., sece Cudhea, P. W. [82CLR18].

NOVOTNY, E. J., “*Transborder Data Flow Regulation: Technical Issues of
Legal Concern,”” Computer/Law Journal, Vol. 3, No. 2, Winter 1982, pp.

105-124 [82CLRS52].

PALMER, L.. “Modeling and Simulating the L-Band Maritime Channel.”
IEEE Global Telecomm. Conf., Nov.—Dec. 1982, CONF. REC., Vol. 3, pp.
E5.3.1-E5.3.8 [82CLR42].

PALMER., L., see Schnicke, W. R. [82CLR23].

PAUL, D. K., “*Thickness and Refractive Index Measurements by Light
Coupling: Design Guidelines of a Prism Coupler,” Conf. on Integrated
Circuit Metrology, May 1982, Integrated Circuit Metrology, D. Nyyssonen,
editor, S.P.L.E. Vol. 342, pp. 100-108 [82CLR39].

PAUL. D. K. & Greene, K. H.. “Reliability of 1.3 pm InGaAsP/InP Laser
Diodes,”” Int. Conf. on Lasers, Conf. Digest, Dec. 1982 [UP092].

* Non-ComsaT author.

COMSAT AUTHORS INDEX 219

POTUKUCHLI, J., see Emmert, C. [82CLE20].

RAPP ¢ i
APORT, C. M., “The Offset Bifocal Reflector Antenna,” 1EEE Int

Symp. on Antennas and P i
iy F ]
268 B2CL A1 opagation, May 1982, Digest, Vol. 1, pp. 265-
REVESZ, A. G., “Bond Ordering
AL G, rdering in Noncrystalline Solids,”’
on the Py opond. - ncrystalline .OlldS, 5th. Int. Conf.
(Up0os) crystalline Solids, Montpellier, France, July 1982
REVESZ, A.
- Vitreoﬁs Si-()&”sil;iiif;?o?;hA}; “ThehMechanism of Oxygen Diffusion
4, e FElectroc { ! \
REI%?E’:SI\]ZO-:, I A rochemical Society, Feb. 1982, Vol.
s fr,om. \(/}.[ i:zsgﬁfzg,E}z.r,]’;‘l‘sttrgctural Interpretations for Some Raman
. ! _ s nt. Conf. i
R El;\:f};esréali& ((}Jamvl:{rlldge, England, July l983n[tll;]?’(ls9t£?cmre ofNonerystalline
. A. G., Walrafen, G. * & Krich £
: : * & anan, P. N..* “Gaussiz i
g el:ian?anSSptlectra frorr{ Fused Silica Under Extreme Ccnditic;lss‘m’l’1 zid Od‘?il"g
Rbor ngrCAogeg Meeting, Cincinnati, Ohig, May 1982 abstra.c‘t onlmencan
S :a né] Si.l_xxier;i;l)[l]::; S ;Ihy*;“ﬂ? Optical Prpperties of NoncrY};l-:alline
Rﬁggzl_ng 8200 R , a Starus Solidi 4, 1982, Vol. 72, No. 2,
ES, S., Hagmann, W., Ch
p » W., Chang, P. & Fang, R., “Sj i
MARSAT Standard-C Ship Earth Stations,”” 1EEE (l}glg?)LID;:illofOF
m.

Conf., Nov.-Dec. 1982 CON N
i ; : , F. REC., Vol. 3
RIEGER, F. J., see Chang, H. (2CLR17) 0 [0 B2CLR43).

1I;IGINOS, V., see Emmert, C, [82CLR20].
Rg;}/{ERS, D. V., see Allnut, J. E. [82CLR38].
. %RO, D-_ D* & Calvit, T. O., “SATCOL-A Domestic S
or Colombia,”” AIAA 9th Comm. Satellite
PROC., pp. 429-435 [82CLR23].
géﬁgg}jﬁw A., see Fang, R. J. F, [82CL.R40],
i “Fut,uW.GIlQ., Beard, J E.. Binckes, I. B., Palmer, L.. C. & Marti
i, E.. “Future Global Satelite Systems for INTELSAT. " ALAA sth Comm.
SCHﬁlg;:(Eyst\;msRConf., March 1982, PROC. pp 588:597 [82CLR25]Omm.
» W. R., Binckes, J. B &M" - -
o S, . artin, J. E., “Ten Y i
MarEhLIS?T VI Spacecraft,”” AIAA 9th Comm. Satellite Se;lt eaE: e
e 982, PROC., pp. 421-428 [82CLR 2], ystems Cont
SU(;([T)KEL, J. F., see Dunlop, J. D. {82CLR03)].
SZAR\I{EE;I%U% H‘.‘ G., see Yatsuzuka, Y. {82CLR15].
ARV, 7;}1 .Co].]!oq i;ﬂﬁ;ﬂa of ISj;‘)ec:ch Interpolation on FDM/FM Transmis
, on )50
8201 RA6) icrowave Comm., Sept. 1982, pp. 95-99

TSENG, F. T., see Fang, D. I. [82CLROI1], [82CLR02].

atellite System
Systems Conf., March 1982,

* Non-CoMsAT author.



220 COMSAT TECHNICAL REVIEW VOLUME |3 NUMBER 1, SPRING 1983

VIRUPAKSHA, Y., see Gupta., V. [S2CLR09].

WELTI, G. R., “INTELSAT Architectures for the 1990°s,”” IEEE Int. Conf.
on Comm., June 1982, CONF. REC., Vol. 2. pp. 3A.5.1-3A.5.7 [82CLR29].

WELTI. G. R., “Microwave Intersatellite Links for Communications Satel-
lites,”” IEEE Int. Conf. on Comm., Junc 1982, CONF. REC.. Vol. 3, pp.
5E.4.1-5E.4.5 [82CLR30].

WELTI, G. R., ““Technology Goals for High-Capacity Communications
Satellites.”” 1AF Congress, Paris, France, Sept. 1982 [82CLR53].

WILLIAMS, J. W., see Yadavalli, §. R. [82CLRI14].

YADAVALLI, S, R..* Westrom, I. L.* & Williams, J. W., “High Voltage
Power Electronics Packaging on NASA’s Space Telescope,” 17th Interso-
ciety Energy Conversion Engineering Conf., Aug. 1982, PROC., Vol. 1, pp.
211216 [82CLR14].

YATSUZUKA, Y.* & Suyderhoud, H. G., “*A 32-kbps ADPCM Encoding
with a Variable Imitially Large Leakage and Adaptive Dual Loop Predictors.™
IEEE Int. Conf. on Acoustics, Speech and Signal Processing, May 1982,
PROC., Vol. 2, pp. 976-979 [82CL.R15].

* Non-CoMsaT author.




	page 1
	page 2
	page 3
	page 4
	page 5
	page 6
	page 7
	page 8
	page 9
	page 10
	page 11
	page 12
	page 13
	page 14
	page 15
	page 16
	page 17
	page 18
	page 19
	page 20
	page 21
	page 22
	page 23
	page 24
	page 25
	page 26
	page 27
	page 28
	page 29
	page 30
	page 31
	page 32
	page 33
	page 34
	page 35
	page 36
	page 37
	page 38
	page 39
	page 40
	page 41
	page 42
	page 43
	page 44
	page 45
	page 46
	page 47
	page 48
	page 49
	page 50
	page 51
	page 52
	page 53
	page 54
	page 55
	page 56
	page 57
	page 58
	page 59
	page 60
	page 61
	page 62
	page 63
	page 64
	page 65
	page 66
	page 67
	page 68
	page 69
	page 70
	page 71
	page 72
	page 73
	page 74
	page 75
	page 76
	page 77
	page 78
	page 79
	page 80
	page 81
	page 82
	page 83
	page 84
	page 85
	page 86
	page 87
	page 88
	page 89
	page 90
	page 91
	page 92
	page 93
	page 94
	page 95
	page 96
	page 97
	page 98
	page 99
	page 100
	page 101
	page 102
	page 103
	page 104
	page 105
	page 106
	page 107
	page 108
	page 109
	page 110

